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Research Application:
Molecular Dynamics
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Real-Time,
) Phogpgraphic” Visualization

Taken from the same

research on the cover

of the August 18, 2000
& edition of Science.
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So What' s This Portal ?
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Network Delivery




ECho Infrastructure

Event Services for data and control structures

Interoperability
— Automatic conversion of datatypes between platforms
— Bindings for C and Java; Fortran almost compl eted

No centralization, channels are represented by
distributed data structures

Local event delivery by subroutine call or queuing

Remote delivery multiplexed over shared
communications links (TCP, UDP, Wireless, multicast)
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Derived Event Channels

Event
Channel
Derived Channels extend the ECho Model
@ * F() isauser-specified function, with
on-demand, inline binary code
generation
 F() can be dynamically linked into the

source

e Next: Third party evaluation of F()



Chaining Derivations
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