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Workshop on Simulation and Modeling for
Advanced Nuclear Energy Systems

August 15-17, 2006

Executive Summary

A joint workshop of the Department of Energy Office of Nuclear Energy and Office of
Science was held August 15-17, 2006, in Washington, DC, to explore the simulation and
modeling needs for developing advanced nuclear energy systems. The purpose of the
workshop was to obtain community input on the role of computational science and high-
performance computing in the DOE Advanced Fuel Cycle Initiative (AFCI) and the
emerging Global Nuclear Energy Partnership (GNEP).

The open workshop was attended by over 170 participants, representing 20 American
universities, 10 DOE national laboratories, the nuclear and computer industries, and
international collaborators (France and Japan). Approximately two-thirds of the
representatives at the workshop were drawn from the nuclear engineering and nuclear
energy community.

Effort was made to ensure that participants explored the entire spectrum of research and
development opportunities, in both the short term (1-5 years) and the long term (5 years
and beyond), since the GNEP program unfolds over several decades. Special attention
was paid to tie workshop findings and recommendations both to the Office of Nuclear
Energy needs and to current and expected future capabilities of the Office of Science, and
in particular, the Office of Advanced Scientific Computing Research. This objective was
facilitated by a series of plenary talks providing overviews of current and planned
activities of these Offices.

Technical discussions began with breakout sessions organized by experts in the nuclear
energy and focusing on six areas where simulation and modeling are clearly relevant to
the GNEP program: reactor core simulation, seismic/structural mechanics/balance-of-
plant, validation, repository, separations chemistry, and materials and fuel design. The
goal was to define opportunities for collaboration between the nuclear energy research
community and the applied mathematics and computer science communities. These
sessions were followed by breakout sessions led by computer scientists and focusing on
six areas where advanced simulation techniques could benefit the nuclear energy
community: mathematical and geometrical modeling; validation, verification, and
uncertainty quantification; scalable and multiscale algorithms; software tools and
software engineering; computing facilities, data, and networking; and data analysis and
visualization.



Several crosscutting issues in the enabling technologies emerged as themes during the
workshop and are likely fertile ground for investment and collaboration.

Uncertainty quantification and error estimation in simulations

Methods for systems that couple multiple models

Movement away from empirical models toward physics-based, first-principles
models

Methods for systems with multiple scales

Algorithms and software that scale well on high-capability computational
platforms

Simulation workflow management, including data archiving and automated
discovery

The following are the high-level findings of the workshop:

1.

The code base currently used for advanced nuclear systems is insufficiently
predictive to guarantee attainment of the ambitious technology stretch goals of the
Global Nuclear Energy Partnership.

A significant opportunity exists to apply advanced modeling and simulation and
high-performance computing to improve designs of future reactors, reduce
uncertainty in facilities development and construction costs, improve safety, and
reduce development times of new fuel types needed to close the nuclear fuel
cycle.

Significant research challenges remain in developing and scaling multiscale and
multiphysics codes to the performance levels on advanced high-performance
computers needed for fundamental studies, as well as for design and engineering
use. These research challenges are similar (but not identical) to those faced in
other science and engineering domains; thus many methods can be leveraged
from other disciplines.

Accomplishing the development priorities of GNEP will require investment in
existing nuclear energy codes and software tools to address short-term design and
planning use, simultaneously with investments to start longer-term projects aimed
at future needs that have long development times.

The United States has some of the required expertise but also needs to continue to
develop younger scientists and engineers. The nation is capable of deploying
computational infrastructure to begin building a new generation of nuclear energy
simulation codes that could shift paradigms in the development of new nuclear
energy systems. To reap the benefits of an approach that uses computation to
reduce the scope, cost, and time latency of required experimentation will, in turn,
require a sustained software development activity and a corresponding buildup of
human resources and large-scale faculties.

The creation of new physics-based high-fidelity simulation codes offers the
possibility of accelerating the licensing process, if the regulatory process can be
modified to incorporate first-principles simulations as a basis for risk analysis and
design approvals.



High-level recommendations include the following:

1.

Establish a significant number of multidisciplinary teams comprising experts in
applied mathematics, computer science, nuclear engineering, materials science,
physics, chemistry, and advanced software engineering to begin the development
of next-generation simulation codes based on models closer to first principles
aimed at deployment in the five- to ten-year time frame. These teams should have
the explicit goal to develop open source community codes that will be used for
next-generation design of nuclear fuels, power plants, separation plants, and
repositories. Experiences with the DOE Scientific Discovery through Advanced
Computing and Advanced Strategic Computing programs offer confidence that
this goal can be achieved, as well as offering much software for leveraging.
Establish a requirements-driven process that will enable the community to define
accuracy and validation goals for each computation tool and for an integrated
simulation system.

Establish and support teams of software engineering and parallel computing
experts to work with the established nuclear engineering community on existing
codes, to port these codes to modern platforms in the near term, to integrate them
into modern engineering workflows, and to support near-term design and
engineering.

Establish a scientifically demonstrated validation process that will provide
sufficient assurance of the predictive capabilities of simulations—first of
components and ultimately of integrated systems—that stakeholders beyond the
technical realm will be able to rely on simulation to support capital investment
and both national and international policy making.

Create a long-term research program including a mix of university and laboratory
research aimed at advancing the cross-cutting issues (e.g., new approaches to
uncertainty quantification and error estimation, multiscale and scalable
algorithms, and development and validation of coupled multiphysics codes). This
work should be motivated by the actual research and development needs of the
GNEP program and should be supported at a level that permits rapid acceleration.
Dedicate significant resources on DOE’s large-scale facilities for proof-of-
principle runs, development of new methods, and the production use of existing
and new tools by the U.S. nuclear energy community and its international GNEP
partners.

Develop a foundation (university programs and laboratory internships) for
training the next generation of computationally oriented nuclear engineers and
scientists in related disciplines needed to support the long-term redevelopment of
nuclear energy in the United States and the world.



1. Background and Objectives

In the past year, the federal government announced the Global Nuclear Energy
Partnership (GNEP), which seeks to develop consensus on enabling expanded use of
economical, carbon-free nuclear energy to meet growing electricity demand. A principal
objective of the 2006 Workshop on Simulation and Modeling for Advanced Nuclear
Energy Systems was to identify the research opportunities and priorities for advancing
the use of simulation and modeling in the research and development of advanced nuclear
energy systems.

Another objective of the workshop was to encourage increased communication between
nuclear energy researchers and computer scientists and applied mathematicians. Often,
software developers have developed useful tools that have not been transferred to the
nuclear energy community; and often, this same community needs special tools that the
computer scientists are unaware of. By bringing these two groups together, the workshop
sought to identify what enabling simulation software is available and what tools are
needed for making the GNEP program successful.

This was one of four workshops sponsored by the federal government this summer. Two
DOE agencies were involved:

e Office of Nuclear Energy
e Office of Advanced Scientific Computing Research

In the remainder of this report, we summarize the activities of the 2006 meeting on
Simulation and Modeling for Advanced Nuclear Energy Systems. These activities
included keynote addresses, breakout discussions, working group sessions, and
presentations. We conclude with an evaluation of the three-day meeting and suggestions
for bringing the GNEP vision to fruition.



2. Modeling and Simulation Needs for Advanced Nuclear Energy
Systems

GNEP envisions the implementation of a novel set of nuclear technologies to enable
long-term sustainability of the nuclear fission power option. GNEP will, in particular,
extend long-term energy resources, dramatically reduce the need for geologic repositories
and the proliferation risk associated with the inevitable global expansion of nuclear
energy.

To achieve these objectives, GNEP proposes replacing the current once-through nuclear
fuel cycle with a nearly closed fuel cycle, relying on a combination of technologies:

e Commercial reactors, mostly light water reactors (LWRs), will continue to
operate in their current mode and, as a result, will produce significant quantities
of spent nuclear fuel (SNF).

e The SNF, instead of being sent to temporary storage or to geologic disposal, will
be treated to separate its constitutive elements. Certain elements will be encased
in novel waste forms to be disposed of, whereas the transuranic elements (TRUs)
will be transmuted (mostly via the fission process) in specialized fast reactors.

e Specifically, the TRUs will be sent to a fuel fabrication plant, where they will be
incorporated in novel forms of fuel.

e The novel fuels will be irradiated in a fast neutron reactor, where a fraction of the
TRUs will be destroyed. The irradiated fuel will be treated to separate its
constitutive elements. The extracted TRUs will be sent back to the fuel fabrication
plant, whereas other elements will be incorporated in specialized waste forms for
ultimate disposal.

New nuclear technologies are generally extrapolated from existing technologies over a
long gestation period, following which there is strong confidence that their
implementation will be technically successful. Nevertheless, a number of issues remain,
including technical feasibility issues (can the GNEP requirements be met?); cost issues
(will GNEP be affordable?), and regulatory issues (can the GNEP technologies be
licensed?).

For example, in the area of separations technology, key technical feasibility issues
include the needs to reduce separations losses to a very low level, create waste forms that
will last for extremely long periods, and track materials throughout the plant with high
precision. Losses, and the concomitant need to clean up and recycle waste streams,
contribute to increased costs. Finally, a licensing approach for separations plants needs to
be established; this will likely impose additional requirements on the design approach.

For another example, in the area of transmutation fuel fabrication and irradiation,
advanced fuels with significant quantities of minor actinides have not yet been
demonstrated; this is the key feasibility issue for all of GNEP. The current approach to
fuel development is empirical, relying on sequential experimentation, with significant



implications for schedule and cost. The scientific understanding of fuel irradiation
behavior is limited and creates additional constraints on the licensing process.

During the first part of the workshop, the nuclear energy community discussed these
issues, beginning with an overview of the state of the art in six areas of advanced nuclear
energy systems: reactor core; materials and fuels; separation chemistry; repository
modeling; seismic, structural mechanics, and balance of plant; and validation. In each of
these areas, an effort then was made to identify ways in which the injection of improved
simulation techniques and modeling tools could help address the issues. (Because the
discussion of validation interfaced so closely with the verification/validation and
uncertainty analysis discussions by the computing science community, those topics were
combined and are presented together in Section 3.1.)

2.1 Reactor Core Simulation

The objective of reactor core simulations is to predict a series of plant parameters (fluxes,
temperatures, stresses, damages, etc.) during normal and off-normal events, during static
and transient events, for short-term operational times up to the plant lifetime. These
quantities are important for the plant efficiency and safety and for single-component and
system reliability and lifetime.

Current Status

Reactor core simulation and modeling involves neutronics, fluid and heat transfer (called
thermal hydraulics by some engineering disciplines), thermomechanics, fuel behavior,
chemistry, and balance of plant—all with feedback effects. The current methodology for
reactor core modeling is to rely on experiments, then prototype operation, and ultimately
full-scale demonstrations to provide a degree of confidence in simulation tools. Costly
testing is essential because of the lack of confidence in the simulation tools and
associated parameters. Most of these tools were produced many years ago and lack
advances in physics, numerical algorithms, software engineering, and high-performance
computing. Design margins could be significantly improved by better reactor core
modeling. For example, a challenging problem is the design of passive safety features for
a sodium fast reactor where a complex sequence and combination of neutronic reactivity,
thermal-hydraulic, and thermomechanics effects must be considered.

Needs

The major reactor core challenges are related to safety and economic competitiveness
and, for GNEP in particular, to the simulation of fast reactor transient and accident
response. For more traditional reactors challenging problems are nucleate boiling, critical
heat flux (with mixing grids effect), pressurized thermal shock, reflooding, and fluid
structure interaction. These call for better physical modeling, better applied mathematics



algorithms, multiresolution and adaptivity for multiresolution of multiphysics multiscale
problems, and an innovative approach for integration level of solvers (e.g., writing the
integrated governing equations for the coupled problem). As a consequence one will be
confronted with problems related to the parallelization of the solvers, the software
architecture for an efficient integration, and some intractable (even with petascale
generation of computers) number of unknowns (e.g., deterministic neutronics 10'°, DNS
fluid and heat transfer 10'°, for static problems). Verification and validation of simulation
software will prove a major challenge because of the difficulties associated with
uncertainty propagation through multiphysics multiscale simulators and lack of integral
experiments. Section 3.4.2 considers in detail the problem of parallelization of codes in
the nuclear industry, and Section 3.4.3 discusses advanced frameworks for GNEP.

Enabling a New Simulation System. Adopting a first-principles approach utilizing
advances in both hardware and software tools will make possible a new simulation
system with extraordinary capabilities. An integrated high-fidelity system of software
tools would describe the overall nuclear plant behavior taking into account coupling
among the different systems and physical phenomena during reactor operations or safety-
related transients. This coupling would link neutronics, fuel behavior, fluids and heat
transfer, and structural mechanics. The system must also be coupled with the balance-of-
plant software model. The new system should perform sensitivity and uncertainty
analyses to assess margins, qualify, validate, and optimize designs.

2.1.1 Neutronics

Simulation and modeling of nuclear reactor physics are an important aspect of the GNEP
program. Most industry modeling is specific to current reactor designs. Departures from
these designs, such as using reprocessed fuel, will require higher-fidelity simulation tools
based more on first principles than on normalization to current designs.

Current Status

Two methods exist for simulating and modeling nuclear radiation, particularly neutron
interactions. Although deterministic methods are fast for one-dimensional models, both
methods are slow for realistic three-dimensional problems.

o Deterministic Methods. Deterministic neutronics plays a fundamental role in
reactor modeling and simulation. A first-principles treatment requires solution of
the linearized Boltzmann transport equation. This task demands enormous
computational resources because the problem has seven dimensions: three in
space, two in direction, and one each in energy and time. Indeed, experience in
the ASC program indicates that the resource requirements of transport dominate
those of all other physics components in multiphysics simulations. Parallel
algorithms are difficult to develop for transport because the basic source iteration
technique used to solve the equations requires the solution of a block lower-



triangular system. Good efficiencies have been achieved for terascale computers
using thousands of processors, but the existing algorithms will fail at the petascale
level.

e Monte Carlo Methods. Monte Carlo methods model the nuclear system (almost)
exactly and then solve the exact model statistically (approximately) anywhere in
the modeled system. Monte Carlo methods promise greater accuracy and efficient
parallel algorithms at the petascale level but also face many challenges. Orders-
of-magnitude faster convergence is required in full-core reactor simulations to
achieve acceptably accurate solutions throughout a reactor. In addition, memory
requirements can be large because, in contrast to deterministic methods where
domain decomposition can be used and only the descriptive data for a single
subdomain saved on a single processor, Monte Carlo methods are not naturally
amendable to decomposition.

Needs

With regard to deterministic methods, ftundamentally new solution algorithms will be
required to achieve acceptable parallel performance at the petascale level (see Section 3.3
for discussion of scalable algorithms). Furthermore, the need for predictability will
require adaptation in all seven dimensions. Current adaptive methods generally relate
only to spatial adaptivity. Extension of such capability to angle is required. Improved
energy discretization techniques are critical to achieving predictability and estimating
uncertainty. Tens of thousands of energy grid points are required to fully resolve the
energy dependence of neutron interaction cross sections. Even at the petascale, a brute-
force resolution of this dependence is not practical. Current energy discretization methods
are based on gross homogenization and are not compatible with a posteriori error
estimation. Thus, novel subgrid models for treating the energy dependence must be
developed.

With regard to Monte Carlo methods, more sophisticated tally analysis is needed to
ensure numerical stability and true convergence when coupling to fluids and heat transfer
algorithms, CAD geometries, and deterministic codes on nonorthogonal grids. Another
challenge is that there is currently no continuous-energy adjoint capability for algorithm
acceleration. The adjoint capability is also needed for the calculation of sensitivities and
uncertainties for reactivity parameters and for cross-section sensitivity analysis. Other
challenges include the possibility of generating cross sections for deterministic
calculations with Monte Carlo methods, “real-time” Monte Carlo analysis, and direct
modeling of fission product transport and material damage. As for Monte Carlo needs,
the first priority is the efficient accumulation of high-precision fluxes (everywhere)
throughout a reactor geometry on a nonorthogonal grid of cells to support multiphysics
coupling, to more accurately calculate parameters such as reactivity coefficients, and
perhaps to generate multigroup cross sections. New methods are needed to accelerate
global convergence, to estimate the propagation of cross section and statistical



uncertainties throughout the reactor depletion process, and to enhance burn-up depletion
capabilities.

For reactor core modeling and simulation, deterministic methods will be used principally
in the short term (3—5 years) with Monte Carlo as a benchmarking tool. In the
intermediate term (5—10 years) Monte Carlo methods could be used as a hybrid tool with
multiphysics coupling to deterministic neutronics and thermal hydraulics codes. In the
long term (>10 years) multiphysics codes using nonorthogonal grids will provide
complete, high-accuracy design tools, fully integrated into reactor core design and
operation.

2.1.2 Fluids and Heat Transfer

Modeling fluid flow and heat transfer is necessary, not only for core modeling, but also
for the whole plant, including steam generators, pipes, pumps, and condensers. Because
of the complexity of the phenomena and geometries involved, current codes often rely on
empirical correlations. It is often not clear whether these correlations can be readily
extrapolated to new situations. The scientific challenges are in physical modeling,
numerical methods, and computer science. Physical modeling must rely on more first-
principles methods for single-phase and multiphase-multifluid flows, for steady and
unsteady flows, and with or without heat transfer. Numerical methods must be more
robust and provide the optimal mix between accuracy and stability. Codes must deal with
billions of mesh elements and enable easy multiscale and multiphysics coupling.

Current Status

The main problems to solve in the short term (2—5 years) for light water reactors (LWRs)
are pressurized thermal shock, gravity-driven flows, and fluid-structure interactions. For
sodium-cooled fast reactors (SFRs) detailed core flow modeling is needed. In the
intermediate term (5—10 years) reflooding and thermal fatigue of LWRs and transients
and severe accidents for SFRs must be addressed. In the long term (>10 years) critical
heat flux for LWRs and the fluids and heat transfer portion of the numerical reactor
simulation for both LWRs and SFRs must be developed. Development is needed in four
areas: (1) direct numerical simulation (DNS), the closest scale to first-principles
approach: front-tracking, diffuse interface models, particle methods, and lattice
Boltzmann techniques; (2) computational fluid dynamics (CFD) in open media (detailed
calculation within one subchannel or within plena), with a focus on large-eddy simulation
and high Reynolds numbers; (3) CFD in porous media (for multichannel analysis); and
(4) system scale (overall plant calculation).

Needs

The focus should be on multiscale and multiphysics coupling and on complex geometries
(see Section 3.2 for recent techniques that may address these needs). For the physical



modeling of multiphase, multifluid flows, the main development is needed in multifield
models, interfacial area transport, and transition between flow regimes. For numerical
methods, the main development is needed in unstructured grids with adaptive mesh
refinement, porous media modeling with provision for nonisometric permeability, all for
a range of boundary conditions. Moreover, development is needed in uncertainties (input
data plus propagation) and validation and verification. In particular, for better validation,
new generic experiments are needed with detailed instrumentation.

2.1.3 Multiphysics Coupling

In order to correctly include feedback effects and other reactor core simulation
requirements, multiphysics coupling is needed to link neutronics (both Monte Carlo and
deterministic) to fluids and heat transfer algorithms, structural mechanics, and fuel
behavior, on nonorthogonal grids. Such coupling, for instance, is critical for correctly
calculating reactivity-initiated accidents. In the case of SFR, of particular importance is to
take into account structural mechanics deformations induced either by heat or stress.
These algorithms could be linked to reactor transient analysis codes for accident
modeling. Coupling statistical algorithms to deterministic algorithms is also a challenge.
Very large numbers of grids cells with differing material characteristics may require
domain decomposition on parallel computers (i.e., for a problem too large to be loaded on
each processor).

Current Status

The current approach to multiphysics coupling is static coupling of separate codes. The
accuracy and efficiency of static coupling are not well understood: “code coupling” is
first-order accurate in time (at best), and this loose coupling presents convergence
challenges. The fact that a coupled solution displays numerical stability does not
guarantee accuracy. Multiphysics coupling faces many challenges. First is devising
parallel coupling algorithms that overcome low-order time accuracy and provide rapid
steady-state convergence. Next is including mesh, time-step, and physics model
(multiscale) mesh adaptivity. Finally, a means is needed to assess the predictive
capability of multiphysics simulations. (For further discussion of the coupling of codes,
see Section 3.4.1.)

Needs

Two areas for multiphysics coupling algorithms research clearly are critical: development
of second-order (at the least) in time coupling methods, and development of coupling
approaches that support sensitivity analysis, data assimilation, and PDE-constrained
optimization. Possible starting points include Strang splitting, predictor-corrector
methods, implicit-explicit methods, and Jacobian-free Newton-Krylov methods.
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There also exists a need to develop software architecture for efficiently treating the
coupled problems. An example is the ability to define and plug in new and different
combinations of physics-module implementations to study different phenomena, define
and combine different numerical techniques, configure the code easily to run on new
platforms, and develop new physics components without expert knowledge of the entire
system. For further discussion of coupling multiple codes and examples of successful
code coupling in large-scale simulations, including the Common Component Architecture
work of the DOE SciDAC program, see Section 3.4.1.

2.1.4 Sensitivity Analysis

The predictive capability of reactor core simulation can generally be assessed with
sensitivity and uncertainty analysis (SU). Uncertainty originates from errors in physical
data, manufacturing uncertainties, and modeling and computational algorithms. SU is
required to address cost, safety, and licensing needs and should be applied to all aspects
of reactor core simulation. SU can guide experimental, modeling, and algorithm
development R&D.

Current Status

Current SU relies on derivative-based methods such as stochastic sampling methods and
on generalized perturbation theory to obtain sensitivity coefficients. Neither approach
addresses all needs.

SU capabilities must be developed for comprehensive multiphysics simulation (e.g.,
radiation transport, fluids, thermal sciences, mechanics, chemistry, materials science,
isotopic balance) with nonlinear feedback mechanisms. For licensing applications, the
capability must accurately evaluate low-probability “wings” of uncertainty distributions
(e.g., power peaking factor not being exceeded at 95% probability/95% confidence level)
and discrete events (e.g., impact on core trip time during accident progression), in
addition to sensitivity coefficients and covariances. SU must address both loosely
coupled (e.g., sequence of coupled codes via [/O) and tightly coupled simulations.
Clearly needed is knowledge of uncertainties in input parameters and data (e.g., cross
sections, correlations, dimensions, and compositions), as well as knowledge and
understanding of sources and uncertainties and biases in analytic and numerical modeling
approximations. When using stochastic sampling of input parameter distributions or
perturbations to obtain sensitivity coefficients, computer execution time limits the utility
of these approaches to small input datasets. On the other hand, when adjoint-based
methods are used, the utility of the approach is limited by the programming burden,
treatment of nonlinearity, and computer execution times when considering loosely
coupled codes or large numbers of responses.
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Needs

Sensitivity and uncertainty analysis methods need to be considered an integral part in the
development of multiphysics methods. SU adjoint-based methods are required, as well as
SU algorithms that are noninvasive (e.g., forward perturbation, random sampling,
subspace). Of particular importance are innovative methods that address nonlinearity, can
predict responses’ probability distributions, treat discrete events, and handle
simultaneously large input data and response fields in a computationally efficient manner.

2.2 Materials and Fuels

Advanced nuclear energy systems such as those proposed for GNEP involve the
production and exposure of a broad range of actinide-bearing fuel and structural materials
to extremely challenging irradiation environments. Of highest priority are those materials
constituting a single transuranic (TRU) fuel pin—the fuel and structural cladding. The
TRU fuel pin not only is exposed to (in fact, is the source of) the highest irradiation
damage rates but also involves novel chemistries, physics, materials structures, and
compatibility issues not previously examined. Hence, the TRU fuel itself poses a unique
set of problems that must be resolved to allow production, facilitate licensing without
excessive regulatory margins, and enable commensurate reduced performance limits and
higher costs. The materials performance issues for the driver fuels, the fuel cladding, and
other core structural materials are generally similar but somewhat less severe and can be
addressed within the envelop of research described below.

2.2.1 Current Status

The primary variables influencing material behavior include complex actinide
components, temperature, neutron flux (damage rate), neutron fluence, and mechanical
loading conditions. Chemical interactions between the coolant and the structural
materials and at the fuel-cladding interface lead to complex corrosion behavior that is
also influenced by irradiation (e.g., irradiation-assisted stress corrosion cracking). Taken
together with the fact that multiple structural materials are involved, it becomes
impossible to probe the complete required space experimentally. In addition, the costs
and time associated with irradiation experiments and postirradiation examination provide
further incentive to reduce the number of required experiments. Thus, the first-order
impact of computational modeling and simulation can be to provide interpolation and
modest extrapolation of the available or obtainable experimental database in support of
GNEP design in the near term.

On a more fundamental level, advanced computational methods and hardware are
expected to enable new capabilities in computational materials science. This development
provides the potential for a greater understanding of material behavior to enable the
development of new materials that offer improved performance options for future plants.
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2.2.2 Areas of Opportunity

The following six technical areas will benefit significantly by application of advanced
computational methods.

1. Radiation-induced microstructural evolution. The nature of radiation-induced
microstructural evolution and the associated property changes require a multiscale
approach to their understanding and mitigation. Primary damage formation occurs on a
time scale of femtoseconds to picoseconds in a volume of a few cubic nanometers. This
involves very high local energy transfer events (both electronic and elastic), creating both
point defect and fission product formation. These defects and newly created impurities
diffuse and aggregate over much longer time scales (ks to Gs) and length scales (um to
mm), leading to phenomena such as fuel restructuring, fuel cracking, fission gas release,
fuel-cladding mechanical interactions, and fuel and cladding creep and swelling. Over
this same time solid fission product formation drives a complex evolution of fuel
chemistry. Currently, there exist models or methods that can be applied at each of the
relevant scales, although the quality or fidelity of these models varies. Fundamental
material and defect properties for most materials (with the exception of actinides, as
described below) can be provided by electronic structure methods, which support
atomistic simulations employing molecular dynamics or Monte Carlo methods. The
mesoscale microstructural evolution can be simulated by using models based on reaction
rate theory, phase field, Monte Carlo, and discrete dislocation dynamics. At the largest
scale, continuum elasticity and finite element models can be used. The primary
deficiencies in this multiscale modeling scheme are well-defined methods for directly
linking the models that operate at different scales and a strategy for determining when
tight linking is appropriate (as opposed to simple information passing).

2. Electronic structure methods for actinides. A major scientific challenge is the need to
develop robust electronic structure methods for actinides in which the behavior of 5f-
electrons is strongly correlated and requires the consideration of relativistic effects. The
now standard density functional theory employing the local density approximation or
generalized gradient approximation, which has been successfully applied to many other
materials, fails to describe the behavior of the actinides. A new underlying theory is
needed in order to compute fundamental properties such as defect formation and
migration energies in both the pure metals and compounds (oxides, nitrides, carbides)
involving these metals.

3. Thermodynamic quantities in UQ,, PuQ,, and mixed-oxide fuels. A fundamental
understanding of thermodynamic quantities in UO,, PuO,, and mixed-oxide fuels is
needed. This problem is strongly related to the electronic structure issue described above
in (2). The presence of the actinides makes the chemistry of nuclear reactor fuel initially
complex, and continuous loss of U and Pu and formation of a broad range of new species
due to fission introduce a challenging time-dependence to this chemistry. The fuel
ultimately contains multiple f-electron elements: U, Pu, Am, Np, and Cm as well as many
lighter elements. This situation leads to the potential formation of many phases that can
influence critical physical properties such as thermal conductivity. The integration of new
ab initio results with available thermodynamic databases is necessary to enable the
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prediction of phase equilibria and oxidation states in fuel that contains fission products
that may have been generated in situ or mixed into fresh fuel. An additional complicating
factor is the influence of irradiation on phase equilibria due to the presence of persistent
defect/solute fluxes and radiation-enhanced diffusion. Scientists need to better understand
the behavior of the fuel in service, in order to support the fabrication of new fuel forms
that incorporate long-lived actinide waste and to predict the behavior of the waste forms
ultimately sent to a repository for long-term storage.

4. Mesoscale modeling. Model development is required at the mesoscale for simulation
of microstructural evolution of fuel and the effects on thermomechanical response of fuel.
The challenges are both computational and conceptual. Defect generation information
obtained from atomistic simulations indicates the need for simulating the interaction of
irradiation-induced point defects with the microstructure (grain boundaries, dislocations,
second phase precipitates, gas bubbles, and voids) and its evolution. Such simulations
must incorporate all relevant grain-boundary and dislocation processes, gross
deformation processes such as crack nucleation and propagation, and transport
phenomena to account for fission product migration and precipitation. There are obvious
links to the development of thermodynamic properties discussed in (3) above. The
primary tools currently employed were mentioned in (1): reaction rate theory, Monte
Carlo, and phase field models, along with discrete dislocation dynamics. Approaches for
combining methods such as front tracking and phase field models into an integrated
mesoscale model may offer the opportunity to advance the state of the art.

5. Modeling of fuel cladding and core structure. The modeling and simulation needs for
fuel cladding and core structural materials are generally similar to those of the fuel,
without the complication of dealing with the actinides and fission products. Current ab
initio theory is generally adequate, with the primary need being the ability to scale up
from pure metals to complex, multicomponent alloys and to properly account for
magnetism in ferritic alloys. The primary phenomena of interest are radiation-induced
hardening and embrittlement, thermal and irradiation creep, and void swelling.
Mechanical contact between the fuel and cladding increases heat transport from the fuel
but can also lead to cladding failure, and chemical interactions with fission products can
lead to thinning of the cladding by corrosion. Greater understanding of the
thermodynamic behavior and complex chemistry at the fuel-clad interface is therefore
important.

6. Integral fuel performance code. The development of a next-generation integral fuel
performance code that is based on state-of-the-art physics models is a major engineering
need for GNEP. This development and use of this code have direct safety and licensing
implications; for example, the chemical form and location of fission products and fuel
cladding integrity largely dictate the source term in many accident scenarios. Current
codes largely employ empirical and phenomenological models in a 1D or 2D geometry
and have been heavily influenced by LWR fuel performance. Fast reactors involve much
higher linear power ratings, temperatures, and fuel burnups. The desired code must be
able to predict the 3D thermal and mechanical performance of a fuel pin while accounting
for the full range of relevant phenomena, including heat transfer (conductive, convective,
radiative), radiation damage and thermally fuel restructuring and microstructural
evolution (creep, swelling, cracking), chemical species diffusion and
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aggregation/precipitation (solid and gaseous fission products), fuel-cladding mechanical
interaction, and chemical reactions leading to corrosion of the cladding on the outside by
the reactor coolant and on the inside fission products. As mentioned above in (1), a
strategy must be developed to determine which phenomena should be integrated into a
single code as opposed to providing boundary conditions for the fuel pin simulation. For
example, the fuel pin code may be tightly coupled to a CFD model to obtain cladding
surface temperatures, or the relevant information may be simply passed from a separate
CFD model.

2.2.3 Computational Issues

A number of common computational approaches can be brought to bear in resolving the
technical issues:

e Potential development of a suite of community codes for each of the scales that
must be simulated (e.g., a standard molecular dynamics kernel, visualization tool
sets)

e Development of order-N methods for ab initio data

e Access to substantial capacity computing resources as well as high-capability
resources

e Automatic extraction of data from high-fidelity simulations for coarse graining
(e.g., ab initio data for interatomic potential development)

e Good algorithms for fitting interatomic potentials to large experimental and
computational datasets

e Fast solvers for elastostatics, electrostatics, and similar problems involving long-
range forces

e Discretization techniques that can handle dynamics and account for
microstructural heterogeneity

e Coupled heat transport and species diffusion heterogeneous materials

e Methods for finding global ground states of multicomponent system

e Combining “front tracking” and continuum field approaches into a single
computational framework

e Mathematical and statistical approaches to error and sensitivity estimation and
propagation

e New algorithms and methods to simulate long-time behavior, an area that has
proven to be less amenable to parallelization than large system size

2.2.3 Needs

Accelerated progress must be made on the scientific challenge of actinide chemistry to
define thermodynamic stability of complex TRU fuels and ensure their fabricability and
stability, as well as underpin the required research in all the other areas