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1. Introduction to High-
Performance Grid Computing



New Computing Challenges
Tera~PetaFlops, Tera~PetaBytes,
Giga~TeraBps E-Science Apps

-High Energy Physics (e.g. LHC), QCD
-Astronomy, Planetary Science, Earth Science
(Petascale Data Analysis)

-Genome Informatics, Protein-level Analysis,
Personalized Medicine

-Bioorganism Simulation, Brain Simulation
-Nanotechnology, e.g., Molecular Computing
-Earthquake Simulation, Disaster Simulation
-Weather Simulation, Multi-physics Fluid Dyanmcs
-Operations Research, Engineering Design
Optimizations, Business Optimizations

Genome and Protein
Informatics

Large Hadro C .'Hde at CERN

Cincumpence 787 km

CERN LHC and
Patascale Data

3D Eartquake Simulator in MIKI Analysis

Trad. Supercomputing
DOESN'T SCALE to such

needs
-Problems “unfit” for Vector
parallelism

-Unrealistic Cost Performance
-Collaboraﬂc_fm amongs
‘multiple sites and people

The limitations of physic
and economy in computing
digresses competitiveness
of Japan (or, US, EU, or
whatever hat you may
wear...)



Example: Ab-initio Molecular Dynamics Protein
Folding Simulation(A1ST CBRC MolTreC)

# of CPUs Length of Protein (Basis)
Small ~100 Standard(~400
1 10 years 160 years
250 (now) 2 weeks 8 months
4000 (large now) 21 hours 2 weeks
10,000 (future) 1 hour 5 day
s e 5 Petaflops

00O trillion FP calculations/s)

Note: acceleration
Includes
algorithmic
Improvements




Extreme Supercomputing
(The Bla _lron

Japanese Earth Simulator
(2002)

Target Application: CFD-
Weather, Climate, etc.
640 NEC SX/6 (mod)

- 5120 Vector CPUs
40TeraFlops (peak),
35TeraFlops (Linpack)
#1 on Top500 (by far)

$400 million
- $20-$30mil/y
maintenance

Size of a large concert
hall

Expect to be on top of
Top500 until 60-
100TeraFlop ASCI
machines arrive in 2004-5




Inter-university Computer Centers

(excl. National Labs) circa 2002 _ o
Hokkaido University

HITACHI SR8000 7
1 OGbpS SuperSIN ET HP Exemplar V2500 ’
Interconnecting the Centers HITACHI MPS800/160

Sun Ultra Enterprise 4000
University of Tsukuba

FUJITSU VPP5000
CP-PACS 2048 (SR8000 proto)

Kyoto University

FUJITSU VPP800
FUJITSU GP7000F model 900 /32
FUJITSU GS8000

Tohoku University

NEC SX-4/128H4(Soon SX-7)

Kyushu University NEC TX7/AzusA

FUJITSU VPP5000/64
HP GS320/32
FUJITSU GP7000F 900/64 g

niversity of Tokyo

HITACHI SR8000
HITACHI SR8000/MPP
Others (in institutes)

Tokyo Inst. Technology (Titech)

NEC SX-5/16, Origin2K/256
HP GS320/64

Osaka University Nagoya University

%
X M NEC SX-5/128M8 FUJITSU VPP5000/64
v HP Exemplar V2500/N  FUJITSU GP7000F model 900/64

FUJITSU GP7000F model 600/12




Moreover, Not Everone Runs Big Jobs

« Example: Titech GSIC operates 3
supercomputers

 Not everyone runs big jobs---but gets filled up!

~1000 users

16 proc SX-5, 256 proc Origin2K, 64 proc AlphaServer¥®
GS320, 400GFlops total (17100 of ES)

All heavily utilized (99% for SX-5) - all filled up

Annual rentalbudget: $6 million (~=$35 million / 6 year:,
total)

3 years left on 6-year rental contract
All machines disappeared from Top500 (Nov, 2002)

4-8 proc jobs (e.g. Gaussian) consume 50% cycles
Smaller % of users run “big” jobs (but sum is large)

Machines are needlessly partitioned and used for
Gaussian, etc.

e Need to federate thousands of small-to-medium
resources
— Not just big iron



Global Collaboration/Coordination Requirement for
Modern-day Science and Technology
__=> e-Science. e-Engineering on the network

Gig~Terabit Backbone

and Network Software
Technology
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Collaboration of Dlstrlbuted 1
Computing, Storage Sensor as »
well as Human Resources

Simple SC Speedup is
Insufficient




E-Science Global Collaboration Example:
High-Energy Particle Physics

Real-time

Data Petaly/tes/ye

Collection Al

mll He-scale Petascalé |
data analysis Database
Thousands of HE Physicists Collaborate and Compete Globally




Grid: a network infrastructure that allows
dynamic creation of virtual computers that

crosses administration boundaries
e “Virtual Computer”: Hides where the resource is => QoS determined by
Grid

e “Cross admin boundaries, dynamic”: Scales to Internet, various
technical challenges

 “Network Infrastructure”: Sharing of resources, standardized access

Cross Organizational 7/ /AsD
V|rtual Organiation (Vp)

/ ] =
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High- Speed:\

Backbone !
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Common Misconceptions on
Grids

e “Grid is a Collection of Networked
Supercomputers”

- => Aggregates a variety of resources including PC,
Supercomputers, Storage, Sensors, on a network

o “A Grid is to employ abundunt idle cycles on a
PC ltke Seti@Home”
— => Seti Is technically not a Grid since a user merely

volunteers his PC without previledge to use the
InfFrastructure as a VC. Does not have to be “idle”

o “Grid = Web Services”

— => Actually Unification via WSRF/OGSA efforts.
Web Services are currently stateless whereas a
Grid is fundamentally stateful.



Benefits of the Grid

1. Higher Utilization of Distributed Resources
- E.g., Supercomputing Center Grid, Nationwide Virtual Supercomputers
— No increase in the overall “pie”

2. Higher Reliability and Upgradability of compute resources
— Same objectve as the Internet (or, ARPANet)

3. “Collaboratory Science”: tight collaboration of virtual
organizations over the network

- E.g., EU DataGrid w/3000 worldwide high-energy physicists

4. Tight Integration of Data, Sensors, Human Resources
- VLBI (Astronomy) Project

5. Ultra-Scaling of Resources
— Distributed placement of (otherwise oversized) resources

6. Exploitation of Idle Cycles/Storage on non-dedicated,
commodity resources
— Peer-to-Peer(P2P), Voluntary Computing



Sever Grid and Metacomputing In
HPC Apps etc., as is or HPC Gr|d

slightly modifie
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Resource allocation on
Server Grid, automatic
scheduling of exisiting jobs

........

Distributed| HPC Servers > |
Vietacomputing



Future: Virtual
Organization Hosting

Dynamic provisioning
Research of center resources
Area/Project/G to the Grid
roup-wise VOs - _
hosting by the Facilitates industry SRRREERRRE

centers collaboration

Jicated BioGri



2. High Performance Grid
Computing with Commodity
Clusters



Next Generation TeraFlops Supercomputing with “Commodity Grid”
Ultra High-Speed Backbone

New Generation PC Clusters

- x10 ~ x100 cost performance + Grid Software
-Upgrade follows technology curve Technology => Widespread
National Infrastructure

Rapid Rise of Commodity

Computing Power

-High-perf. commodity PC technology
-Ultra High-Speed (LAN/WAN)
technology

AMD Athlon
1.6Ghz

3.2 GigaFlops
peak

Technology Curve
(X2 in 1.5 years)

“Commodity Supercomputing

Operations Everywhere”
» X 100 increase in compute & storage
power to scientists

History *Direct access to and processing of
sensory and archived petascale data

*Multi-Tier comllaboration (Virtual Lab)

raditional Various projects in Japan

Supercomputers are springing up rapidly FY
lme  2002-3

Cost Performance

Myrinet 2000 Multi-Gigabit
Network




The “Field of Dreams”

“Systems research needs to be apps driven”
But how?

The “field of dreams” - one shall build an
Infrastructure, and they shall come and play

The infrastructure must be seriously large
— 10 node cluster - “OK, that's interesting”
— 500 node cluster - “How do we work with you?”

- 10,000 node Grid of clusters - “You can have my
house!”

Does this scenario really work? - users,
HW/SW, management?



Lab Experimental Grid Cluster
Projects

Presto 111 Cluster Experiment « Nov. 2002: 68th (760.1 GigaFlops)
- Q: Can a Single Univ. Lab maintain a — The Livermore Cluster achieves
Terascale computing facility? 5th, 5.8TeraFlops (Linux
— Collaboration with AMD, Bestsystems Networx)

Co., Tyan, Appro, Myricom

Dual 256 node/512 proc AthlonMP * June 2003 Clockup the CPU

1900+ Rpeak 1.6 TeraFlops - 1.6Ghz -> 2Ghz peak (planned)
— Full Myrinet 2K network — Replace and send older
- June 2002 47th Top 500, 716GFlops 128node/256procs to KEK
« 2nd Fastest PC cluster at the time (planned)
- 100Terabyte Storage for storage * 384 nodes, 768 CPUs
intensive/ DataGrid apps e 2.8 TeraFlops combined
- $1 million Titech/KEK
Applications : “n

“Field of Dreams”

DataGrid Gfarm/LHC/ATLAS
Bioinfomatic Apps

Advanced nonlinear optimizations

Of course, Grid&Cluster software
research




Titech GSIC Matsuoka Lab Grid Cluster
I nfraStrUCtu re (4Q200%)d Cluster Infrastructure

Total: 6 Clusters, 634 Processors
~858 GFLOPS (Peak), 29.5 TeraBytes (Storage)

Presto IlI+ Cluster (GFarm Testbed)

AthlanMP 1.2GHz Myrinet
768MB Memory

Myrinet 2000 CLOS Full

Bandwidth SWW

Matsuoka Laboratory a0
Tokyo Institute of Technology

Plug&Play

Note PC Cluster

100Base-TX SW

200GB HDD
Myrinet 2000 100Base-THX 1%?:11?&-31;“
100BaseT B Planex GXI
procs

Prospero {Prestoll) Cluster

640MB Memory

Pentiumlll 800MHz Dual
30GB HDD / \

100Base-Tx 2

CardPC

256MB Memory

Celeron 600MHz
10GB HDD

100Base-Tx 2

CardPC
Celeron 600MHz

10GB HDD

256MB Memory \ /
100Base-Tx 2

Y
processors

2NW

100Base-T

Dell Inspiron 4000
Celeron 800MHz

128MB Memory
12GB HDD

100Base-T
x 20 nodes

Pentiumlll 500MHz
256MB Memory
30GB HDD
100Base-Tx 2

Gateway

200

B oo £ fla N
o o oo veEr (FIoieEy

‘Hentiumll 500MHz

Dual

256MB Memory

GB HDD

1000Base-SX

Pentiumlll 500MHz
Dual
256MB Memory
200GB HDD
L 1000Base-SX

ogeneous Development Cluster

100Base-Tx

Pentiumll 500MHz Dual

Planex GXI-222M x 1
Planex GXI-0245 x 2

100Base-Tx x 6 channel

1000Base-SX uplink x 6_/

Presto | Cluster

100Base-T SW (70Port)
Celeron 500MHz 100Base T4 planex GXI-222M x 1
384MB Memory Planex GXI-0245 x 2
4GB HDD 100Base-T SW {70Port)
100Base-T x 2 100B25e- T4 planex GXI-222M x 1
Planex GXI-0245 x 2
X 64 nodes

Super TITANET

1000Base-5X

IMyrinet SV
M2M-DUAL-SVW8

hyrinet

256NMB Memory, etc.
20GB HDD
100Base-T

Myrinet
x12 nodes, 22 processors

[

Solaris Java DSM Development Cluster

100Base-T SW (16Port)
Planex FX-16E

100Base-Tx

Celeron 600MHz

IMyrinet SV
M2M-DUAL-SWVW8

Myrinet

256MB Memory
20GB HDD
100Base-T

Myrinet
x16 nodes, 16 processors




Presto 111 Cluster In the
Lab Computing Room




Presto Cluster Top500
History
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Lab Grid Clustering Software
Projects

# Dependable, Fault-tolerant ¢ Grid Projects on Clusters

clustering for the Grid @ Ninf-G GridRPC
# Parakeet Fault Tolerant ® SOAP/XML GridRPC prototype
MPI @ GFarm - middleware for
# Fault Tolerant GridRPC Petascale data processing
& Plua&Play Clusterin # Automated data transfer
g y 9 # Fast&Secure Job Launch
4 Ext_ended Parakeet # Integrated Replication and FT
# Lucie Dynamic Cluster # Grid Performance
Management _ Benchmarking and Monitoring
# Heterogeneous Clustering # Bricks Grid Simulator
# Hetergeneous Omni 4 DataGrid Simulation
OpenMP _ # Java for Cluster and the Grid
@ Heterogeneous High # JiPANG Jini-based Grid Portall
Performance Linpack (HPL) # JavaDSM - Secure and
and NAS PB _ Portable Java DSM System for
2 Mullple_ Cluster Coupling on Clusters
the Grid # JPoP - Parallal Optimization

Framwork



Field of Dreams in Action
Grid Cluster Applications Collaboration

e Advanced Operations Research (Prof. Kojima et. al.,
TITECH)

— Cyclic Polynomial Solution Enumeration, World Record Problem Size

— Successive Relaxation Method for Non-Convex Quadratic
Programming, World Record

e Bricks Grid Simulator (our own app)

e UCSD/Salk MCell (cellular microphysiology simulation, F. Berman, H.
Casanova et. al.) |

— Over TransPAC/APAN

e High-Energy Physics
— LHC/ATLAS Gfarm collaboratlon

e Various Bioinformatics
— Open BioGrid (RIKEN) and others

e National Astronomical Observatc




Titech Campus Grid - System

Titech Grid is a large-scale, campus—widlmageommodity
Grid deployment for next generation E-Science application
development within the Campuses of Tokyo Institute of
Technology (Titech)

v High-density blade PC server systems consisting of 800 high-end
PC processors installed at 13 locations throughout the Titech =]
Campuses, interconnected via the Super TITANET backbone.

v The first campus-wide pilot Grid system |
deployment in Japan, providing
next-generation high-performance “virtual
parallel computer” infrastructure for
high-end computational E-Science.

Campus

Super NEC Express
TITANET 5800 Series

(1-4Gbps) Blade Servers

24-processor Satellite Systems @
each department x12 systems

Grid-wide Single System

Image via Grid middleware: = High Density GSIC Main ?;g%rbSINﬁcT)E National
: ps ationa
Globus, Ninf-G, Condor, Clusters Backbone Network)
o NWS, .. (256 processers) x 2 sys¥ems to other Grids

W~ injust 5 cabinets
800-processor high-perf blade servers, > 1.2 TeraFlops, over 25 Terabytes stoarge




How we implement the Titech Grid

Fact: Departments lack space, power, air-conditioning, maintenance
expertise etc.
Technological solutions
— High density, high performance blade design by NEC
e X2 density c.f., 1U rack server design
And of course, all the Cluster & Grid middleware

— Phase 1 (May - Aug 2002): RWCP Score Cluster-OS single user &
multiuser deployment

— Phase 2 (Sep - Oct): Condor, utilize other dept. clusters in background
— Phase 3 (Oct - Dec): Globus deployment, test CA management, Ninf-G
— Phase 4 (Dec - 2003): Global Grid Queue, Sun GE + Score multiuser

- Deployed Software: SCore, Condor, Globus, Sun GridEngine, NWS, Ninf-G,
MPICH-G, Avaki, Cactus Gfarm, Lucie...etc.

It works!
— People are starting to flood the infrastructure



Titech Grid - Details Department Satellite Cluster
-12 nodes, 24CPU
-512MB mem_80GB HDD/node
-Trunked 100Base-T network

-Small 13U Cabinet

=> Small Desk, 20A/100V Power

-Participating Departments/Labs

Commodity High-End
PC Componets

eIntel Pentium I11-S 1.4Ghz
512KB L2 Cache x 2

«80GigaByte HDD

512MB~1GB DIMM o 000 =
eMyrinet & Ethernet NEC Express 58(36, wes
: BladeServer | x12 sites On 2 campuses
e a il (Oo-okayama and
Suzukakedai)

GSIC

Grid Operation +R&D
-Operations Higt
-Middleware Deployment rasource
-Application Porting

-Portal ManangmA

Virtual Terasg
Supercomput
via Grid
Middleware®

GSIC Cluster

- 128Nodes/256CPUs x 2 machines
-Myrinet2000 Gigabit Networking

--1GB Memory/node

- Very dense, 4CPUs / 1U, 4 racks
-Installed at GSIC

_/

~ Total over 800CPUs, 1.2 Titech Campus
_i-’:= TeraFlops, 25TeraBytes

Grid Testbeq

installed throughout campus
-Intraconnection via SuperTITANET
campus network (1-4Gbps)

-Network to outside via SuperSINET
(10Gbps National backbone) « -~ "€

KR L BE|
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Titech Grid Campus Sites

e 14 installations, 18 participating departments
— Univ.-wide solicitation and applications thereof
— Department listed apps - Bioinfo, CFD, Nanotech, Env. etc.etc.

— Ubiquitous Condor-Gaussian, GAMESS being planned (harder than
you think), access thru Gaussian Portal (by AIST-GTRC)

'''''''' FBH

’ i L—J ;R

ThTe® g\,
A (e

Eng. C

Comp. \- 0 ‘f"”
| U =

£ =FE 7
sen §f - _',.-"'“’ ;
7, ¥ port et 1 [ O
Math. Comp. N oL --.'./ !?-"'. -' 'ITI-"I*‘}-*L-T;\T 2 bt :
Sience C ’ ! J I“_ii ; A T ; P
el T 1l Bk G 3
NI L0 [§ AR £ PN PR\ HkEL AT ARSEE
mEEArEE| \ N\~ L1t i AN %
! L ) (Y i T
i ‘\ \ y ‘ Ao
HEREE meE  [[EANN & TR
B E TS H(VBL 'y ] )
1

TR EF 0 UAR
T 226-8503 fiETREREHBAT4250

1 eI
L]
i
]
!
- §
! — EES Tk TR
- i a S w A
X\ i tLR—LATLAB
LN
L] —
SN ERTERT
AR
= %
'y

FHRIE T 2@l &
« A

L o Suzukakedal campus
Oo-okayama campus (10 sites) (5 sites)



Titech Grid Usage Scenarlo

e Extensive adoption by users,
production-level load

e But, observed usage scenario:
— Single cluster (MPI) jobs

- Metacomputlng Param sweep and |
B&B search via Condor and Ninf .H

— No cross-machine MPI, etc.

e Dealing w/ distributed
HW/SW harder than expected

e Compute/Datacenter better?

- A set of large clusters and
storage servers @ GSIC only w/
Hi-BW networks

- 50TF, 3 PB in a building y2005

,,,,,,,,




Onto a Production Grid -
Reality

e Bootstrapping Problem

- User Side
e People not used to sharing compute resources
e People not used to using various Grid middleware

e People want to share federated data but don't know how or
have time to learn to use tools

e People do not have idea or experience of coupling applications
on the Grid

— Center (Operations) Side
* Do not (yet) have skills to manage clusters
e Do not (yet) have skills to manage large machines in distribution
e Do not (yet) have skills to manage Grid middleware
e Do not (yet) have skills to facilitate campus-wide security
- Research Side
e Do not have skills to manage a center with over 1000 users
e Do not know if middleware or tools will scale



So currently the Titech

Infrastructure Is:
Traditional Supercomputer

- 336 procs, 450 GigaFlops
Semi-Production Titech Grid Clusters &
Servers

- 816 procs, 1.26 TeraFlops (would be 4
TeraFlops today)

Lab Experimental Clusters (incl. Prestol 11)
- ~900 procs, 1.8 TeraFlops (> 2 TeraFlops 2003)

Total 2000 procs, 3.5-4 TeraFlops

— Still modest-where do we go from here?

- Replacement Jan 2006 -> 50-150 TeraFlops
Campus Grid




SDSC/Titech Collaboration:
MCell: Cellular Microphysiology over
APAN/TransPAC

& MCell simulation of the
process of synaptic
transmission at the
neuromuscular junction
of arat diaphragm
muscle.

Mcell animation

APST Grid middleware enables large-scale MCell
runs to be executed across the Pacific in both the US
and Japan : -

.
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Experimental Results

Experimental Setting: Result: With proper

Mcell simulation with 1,200 tasks: scheduling, (a)-(c)
» composed of 6 Monte-Carlo simulations performed
- input files: 1, 1, 20, 20, 100, and 100 MB competitively to (d)

7000

B000

Il workqueue
Il Gantt-chart algs

(a) (b ic) {d)

Scenarios

§

Initially

(a) all input files are only in Japan

(b) 100MB files replicated in
California

(c) in addition, one 100MB file
replicated in Tennessee

(d) all input files replicated
everywhere

Execution time in seconds
= ]
= =
bt -

"
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APAN Trans-Pacific Telemlcroscopy
Collaboration, Osaka- U UCSD, ISl

NET NEWS

Microscopy Across
an Ocean

A big push by biologists to use com-

puter networks to operate rare instru-
ments from afar passed a major mile-
stone on 25 June: Scientists took a spin
on the world's most powerful electron
microscope in Japan—while sitting |

I § EEE & B O Em =
6000 kilometers away in California.
Six years ago, University of Califor-

r (Chicago) (San Diego)
oot thHet T o AR Chicago by using the T okyo XP STAR

Internet to control an electron microscope in San Diego. Several

U.5. agencies jumped in to fund projects for operating micro-
scopes by remote control, and by now at least a dozen groups are
doing so in the United States, Ellisman’s team has since moved on
to the Mount Everest of microscopes: Osaka University's Ultra r anSP AC VBNS
High Voltage Electron Microscope, a 3,000,000-volt behemoth
that can create three-dimensional images from much thicker
samples (such as biological cells) than ordinary microscopes can. G I Obus
Ellisman and his U.S. and Japanese colleagues wondered if they
could operate this instrument’s roomful of controls from across
the Pacific Ocean.
They showed they could. Over 5 hours, San Diego scientists
imaged nerve cells from a rat and a frog without setting foot in CRL/ M PT U C
Japan, controlling things like focus and specimen position across a
private data line while the images came in across a satellite video
link, Ellisman says this lays the groundwork for researchers all
over the United States and Japan to borrow each others' special-

ized microscopes, probably via a high-speed Internet link, "within

ayear ortwo. UHVEM NCMIR
(Osaka, Japan) (San Diego)




3) Grid-Enabled, Terascale Mathematical Optimization
] Libraries and Apps
ACT-JST COmmOdIty —~Non-Convex Quadratic Optimizaion using SCRM

-Higher-order polynomial solving w/Homotopy meth.

Optimization Grid PrOjeCt -BMI optimization for control theory apps

—-Parallel GA for Genome Informatics apps

XJ +X2+X3:CJ
XXt X X5t XX 53=Co

labl . 7A NN XXoX5Cs
2) Scalable extensions : Structural . Cyclic Polynomial
for GridRPC o Optimization Probs  “  All-Solutions

a) >million task parallelism

b) FT under various fault models

c) High-level and generalized
GridRPC-API

Protein NMR
structural
nrddiction

Tokushlma U o

e

Objective:

1) Commodty Nationwide PC Cluster Testbéd" sustain 1 Teraflop for a week at
> 1000 processors, multi-teralops 1/100 cost




4) Appl: Successive Convex Relaxation Method (SCRM)

Maximize 0@ x

Constrants: fA+29,' x+x Qx<0, |=1..,m
ce R", Qe R™, ge R R"

Characteristics

 Need to solvetons of small SDP (Semi-Definite Programming) problemsin paralle
« SCRM iswell suited for parallelization on the Grid (x90 speedup w/128 processor s achieved)

4) All-Solution Finding of Higher-Order Polynomialsusing the

Homotopy Method
Engineering Apps
e Construct Interpolation Functions in Numerical Xl —|— X2 —|— X3 C1

Integration

 Compute Geometric Join-Points of Higher- )(1X2 —|— X2 X3 —|— X3X1 Cz

order curves
e Numerous applications in the real world
bp XiX2X3 = Cs

World Record for Cyclic Polynomial Benchmark — 13" order polynomial
Expect 3 week compute time with 1000 processor s on the Commodity Grid



4) Parallelization of Advanced OR Applications

X

SCRM Hom otopy
GridRPC Control of Search & Iteration, Control of Search & Iteration,
Client Generation of Sibling SDP Problems | Distribution of Subsolver Data
GridRPC Execute Homotopy " Path
Server Execute SDPA Subsolver following method"
>
scatter
data
Ay
client

/]

GridRPCiCIient

result gather
GridRPC Servers

(On TeraS&\a;IilCommodity Grid

of PC Clusters)




Commodity Optimization Grid:

TeraScale GA Optimization Challenges on the Grid
Apply to difficult problem domain where experts spend considerable

time in try&error in optimal solution finding
PSK53A SFs

Examplel: Lens Design

Search for curvature, spacing,
material, etc. to achieve optimal
iImage = takes an expert weeks, AN
GA-based design in few minutes

NMR Protein Structure Analysis

/3:5
g

Optimize protein structure according <
to the observed NMR signal (takes l‘ \L

months ~ year by an expert)

Evaluation of Solution Extremely cost/y = require massive

e parallelization (millions of GridRPC calls)
Plan to determine structures of up to 30,000Da class

proteins, limit of current NMR scan



3. High-Performance Parallel
Programming on the Grid
Using Commodity Clusters



Grid and Existing Distributed
Computing Technologies

e EXxisting Distributed Computing Technologies
— Common IP tools - telnet, ftp, mail, etc.
— Distributed OS ('80s)
- Message Passing - PVM, MPI, Concurrent Objects, etc.
— Traditional WWW Technologies - HTTP/HTML/CGI
— ORB (Object-Request Broker)- CORBA, DCOM, Java RMI
- Agent Technologies (Plangent, Aglets, Voyager, etc.)
- XML + Web Services (SOAP/WSDL/UDDI/.NET, etc.)
- Etc. etc.

e Partially useable but insufficient

- EX. ORBs cannot constitute single identity and security
over multiple organizational domains

- OGSA (Open Grid Services Architecture) Component
Model



Some Necessary Grid

Technology Features

Cross-administrative-domain user/resource
authentication, naming, authorization,
tracking/auditing, accounting, etc.

Scalable resource matching and scheduling

Secure and robust peer-to-peer connectivity
(w/firewall)

“Autonomic Computing” — Self organizing, self-
repairing, self-monitoring, fault-tolerant, etc.

Maitain high-performance and high-throughput
--- computation, data, networking

Classic DC issues such as remote consistency,
distributed deadlock handling, etc.



Existing Grid

| Tools
e “GridOS”

— Globus, Legion (Avaki) .
— OGSA(various companies)
e High-throughput computinge
— Condor-G, Nimrod-G
 Message Passing/ GridRPC/
Programming Tools
- MPICH-G2 °
— GridRPC
e Ninf-G, Netsolve, Nimrod e
- AppLeS, APST, GAT
e Data Intensive (DataGrid)
— Globus DataGrid Layer

- KEK/AIST/Utokyo/Titech
Gfarm

Titech/AIST projects in Red

Perf Monitoring/Simulation
- NWS, GMA, Bricks (Titech)

Desktop access to Grid Resources,
Portals

- Commodity Grid Toolkits (CoG Kits),
NPACI GridPort, GrdiSpeed

Distributed collaboration
— CAVERNSsoft, Access Grid

Commercial P2P Grid Tools
— United Devices

- Entropia

— Platform Computing

- Avaki

— Sun GridEngine

- Etc.




Grid Software Hierarchy

Actual Grid

Applications

and PSE
(e.g., GridRPC)

of " = Low-level Grid

n ormg ion esource Monitoring .. Software
Remote Service anageme (Globus, Avaki
Access ’ ’

v

Remote
Observationfiss

A
Physical

Grid Resources

High-level

-




Architecture of the Grid (Slide Courtesy of
Bill Johnston, NASA&LBL)

Architecture of a Grid

Disciphine Specitic Pertals and =

Scientitic Werkflow Management Systems = | 1__ -l
e Applications: Siumulations, Data Analvsis, ete. -
Toalkits: Visualization, Data Publication/Subscription, ete. % "‘

Execution siuppart: Globus MPL, Condor-G, CORBA

Grid Common Services: Standardized Services and Resources Interfaces
= —

et =] = = -
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national user facilities

| clusters
' national supercomputer
facilities
Condor pools
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High-speed Networks and Communications Services
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Scenario A: Develop at local,




Scenario B: Distributed




Scenario C: Full scale
computing in the Grid

o
[ 1




Scenario D: More flexibility with
......RPC.In the Grid (GridR

L

——————




What i1s Ninf-G GridRPC?

e A software package which supports programming
and execution of Grid applications using GridRPC.

e NInf-G includes

- C/C++, Java APls, libraries for software development
— IDL compiler for stub generation

— Shell scripts to

e compile client program

e pbuild and publish remote libraries
— sample programs

— manual documents



NInf-G: Features At-a-Glance

Ease-of-use, client-server, Numerical-oriented
RPC system

No stub information at the client side

User’s view: ordinary software library
- Asymmetric client vs. server

Built on top of the Globus Toolkit
- Uses GSI, GRAM, MDS, GASS, and Globus-10

Supports various platforms
— NInf-G is available on Globus-enabled platforms

Client APls: C/C++, Java



Architecture of NInf-G

Client side Server
side
IDL file
Client IDL Compiler
\ \ \ Connect back
Interface > Invoke ] _ Generate
Interface  Reply Executable Globus-10 — ¥
Request A =uns fork -----)‘Remote Library
GRAM Executable
GRIS | retrieve —» InterficlzjeI |:InlficlJer}mation




Climate Simulation using GridRPC
over APGrid

ddiFrontend node

| - public IP
- Globus
. [ | - gatekeeper . = [ T=]l=
- Jobmanager client = >Sim.
- pbs, grd, sqgms  EEE il Server

I (I

- NAT

[ ]

I

Sequential Run: 8000 sec backend nodes
Execution on Grid: 300 sec (100cpu) - private IP or
public IP
- Globus SDK
- Ninf-G Lib

Vis.
Server




Application: Climate
Simulation

* Goal |  Barotropic S-Model
— Short- to Middle- term, - Climate simulation model
global climate simulation proposed by Prof. Tanaka (U.

of Tsukuba)
— Simple and precise

— Modeling complicated 3D
turbulence as a horizontal

e Winding of Jet-Stream

e Blocking phenomenon of
high atmospheric pressure

R Vo

o V3 'JEH one
et RO/ -r,_.' —  Keep high precision over

N N long periods

L . e Taking a statistical
RS N ‘?@**ﬁ i “ﬁm gbI
) 5. - D), ensemble mean

3er) Y e - ~ several 100 simulations
— ~._" < Introducing perturbation at
every time step

— Typical parameter survey




“Ninfy” the original (seq.)
climate simulation

e Dividing a program into two parts as a client-
server system

— Client:

» Pre-processing: reading input data

e Post-processing; raging result mbles
- Server " '

e climate si iley

Ninf-g

S-model Program




@ Y

Behavior of the System

Client
(AIST)




Preliminary Evaluation

Testbed: 500 CPU
— TeraGrid: 225 CPU (NCSA)
- ApGrid: 275 CPU (AIST, TITECH, KISTI)

Ran 1000 Simulations

— 1 simulation = 20 seconds

— 1000 simulation = 20000 seconds = 5.5 hour
(if runs on a single PC)

Results

- 150 seconds = 2.5 min

Insights

- NInf-G2 efficiently works on large-scale cluster
of cluster

— Ninf-G2 provides good performance for fine
grain task-parallel applications on large-scale
Grid.



Grid MPI

Intra-cluster
— Vendor MPI
- SCore

- IMPI compatible

Inter-cluster
- GRAM (Globus) & IMPI1 compatible

Cluster B

MPI Core

RPIM

SSH

RSH

GRAM

V endor
MPI

Grid ADI

IMPI| Latency-aware Communication Topology

P-to-P Communication

TCPIP - Others

V endor
MPI

Other
Comm.
Library




LACT (Latency-Aware

Communicatior Topology)

 Bandwidth and Latency

— Routing of Point-to-Point
message

 Based on routing table Bxdvdn

Laten

 Message forwarding at
Intermediate node
- Routing of collective
communications
e« Communication pattern

adapted to the network
topology

A Q v m—

idth: 100
y:  2ms

Example Reduction



Large-Scale International Grid
Projects and Collaborative
Efforts Based on Clusters



NSF TeraGrid: Extensible
Terascale Facility 2004




TeraGrid:
Resource Providers (+ 4 New Sites)

Caltech: Data collection analysis LEGEND ANL: Visualization
Clust Visualization
0atrince [0 W o Cluster 15 TF [A.64
IA32 Datawulf ‘ Storage Server ' Shared Memory 96' Vi q
IZ nodes
80 TB Storage A3 . - Disk Storage @ Backplane Router 20 TB Storage

Extensible Backplane Network

Chicago

Hub

40 Gb/s 30 Gb/s

30 Gb/s

6 TF EV68

71 TB Storage

3 TF EV7 shared-memory
150 TB Storage Server

SDSC: Data Intensive NCSA: Compute Intensive PSC: Compute Intensive

4 TF 1A-64 10 TF 1A-64

DB2, Oracle Servers 28 large memory nodes '
500 TB Disk Storage 230 TB Disk Storage 0.
6 PB Tape Sto PB Tape Storage

1.1 TF Powe and data mining




TeraGrid Applications span a
|de spect

PPM &
(Astrophysics) §

ENZO
Astrophysics
| g CMS/
GriPhyN

Physics
GridSAT AtlasMaker (Physics)

BN (Computer Science) (Astronomy)

TeraGyroid
VIF (Condensed
(Shock Matter
Physics) Physics)

Encyclopedia of Life |
(Biosciences) Bio |E$qu0RgE ___(Biomedicine)



EGEE:

Enabling Grids for E- sc:lence In Europe
Goal e i !:-zr.

— Create a wide European Grid R o SR
production quality infrastructure
on top of present and future EU
RN

Build on

—EU and EU member states major
iInvestments in Grid Technology

—International connections (US and
AP)

— Several pioneering prototype results
— Large Grid development teams in EU

Approach R

LT
— Leverage current and planned " — /

national and regional Grid programmes G f network
— Work closely with relevant industrial "J eant networ
Grid developers, NRENs and US-AP
projects

Grid infrastructure

‘ Slide courtesy: EGEE Consortium



EGEE: Why?

» Access to a production quality grid will
change the way science and business Is
done in Europe

« Benefits for several application fields:

— Bioinformatics (study of the human genome and proteome
to understand genetic diseases)

— Engineering (design optimization, simulation, failure
analysis and remote Instrument access and control)

— Medical/Healthcare (/imaging, diagnosis and treatment )

— Natural Resources and the Environment (weather
forecasting, earth observation, modeling and prediction
of complex systems)

Slide courtesy: EGEE Consortium



benefit

EGEE: Partners

« Leverage national resources in a more
effective way for broader European

« 70 leading Institutions in 27 countries,
federated in regional Grids

S

Russia

O

CERN

Central Europe (Austria, Czech Republic,
Hungary, Poland, Slovakia, Slovenia)

France

Germany and Switzerland

Ireland and UK

Italy

Morthern Europe (Belgium, Denmark, Estonia,
Finland, The Netherdands, Norway, Sweden)
Russia

South-East Europe (Bulgaria, Cyprus, Greece,
lsrael, Romania)

South-West Europe (Portugal, Spain)

Picture courtesy: EGEE Consortium
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APGrid Resources used In the
SCO2 experiment

KOUME Cluster (AIST) e PRESTO Cluster (TITECH)

— Client — jobmanager-fork, 4cpu

UME Cluster (AIST) - TITECH CA

— jobmanager-grd, (40cpu + e VENUS Cluster (KISTI)
20cpu) - jobmanager-pbs, 60cpu

- AIST GTRC CA — KISTI CA

AMATA Cluster (KU) « ASE Cluster (NCHC)

- Jobmanager-sgms, 6cpu — jobmanager-fork, 8cpu

- AIST GTRC CA — NCHC CA

Galley Cluster (Doshisha U.) « Handai Cluster (Osaka U)

- Jobmanager-pbs, 10cpu - jobmanager-pbs, 20cpu

— Globus CA — Osaka CA

Gideon Cluster (HKU)

— jobmanager-pbs, 15cpu e Total: 183

- HKU CA



Grid Standardization Activities
The Global Grid Forum & The Japanese Gri

Consortium
http://www.ggf.org http://www.jpgrid.org

e GGF: International Grid Standardization and R&D Forum
— Established 1999 as Grid Forum (Modeled after 1IETF)

— 2002H, merged with European eGrid Forum = The Global GF
e Chair: Dr. Charlie Catlett (Argonne NL)
e Over 60 Working Groups/Research Groups, Workshops
e 3 times/year GGF meeting

e The speaker (Matsuoka) is an “Area Director” & member of the
Steering Group

e 2002, Absorbed NPI (New Productivity Initiative) and the Intel P2P
Consortium

- 2003/3/4-7 Tokyo, > 800 participants
— GGF10 March 2004 Berlin, GGF11 June 2004 Hawaili, ...

e Grid Consortium (Japan): Largely industrial consortium
for commecial applications of Grids

. \Grid
- Established 2002, > 30 Coorporate members (.Dgﬂnsﬂmum Japan
- GGF reports, lectures, tutorials, GGF franchise 79 Fale




Grid Services into a Component
Model-the OGSA Story

Following Slides Courtesy of:

Dennis Gannon (Indiana University)
Steve Tuecke (Argonne National Lab)



Web Services

e A distributed computing infrastructure based
on XML and some basic Web ldeas

— A web service iIs a server process that exposes
typed ports to the network

— Described by the Web Services Definition
Language. An XML document that contains

* The type of messages the service understands and the
types of responses and exceptions it returns

 The associated “methods” are bound together as “port
types”

e Port types are bound to protocols and endpoints as “ports”

- A WSDL document completely defines a service
and how to access It.



What 1s OGSI In 1 slide

“Open Grid Services Interface”
It is a “component model” for web services.

It defines a set of behavior patterns that
each OGSI service must exhibit.

Every “Grid Service” port type extends a
common base type.

— Defines an introspection model for the service

— You can query it (in a standard way) to discover
 What methods/messages a port understands
e \What other port types does the service provide?
e IT the service is “stateful” what Is the current state?



On-Demand e-Business

Usage Scenario Observation

 No business will depend onan IT
outsourcing infrastructure that is
proprietary, and may go South.

 E.g., the Internet, Web hosting
Datacenter, etc., work because there
are standardized services offered by
multiple service providers

- Web Services may succeed for the same
reason

 Will OGSA achieve this level of
commonality and necessity?



OGSI/A = The 3rd (4t?)
Generation Distributed OO

Distributed OS,
1980 Parallel/Distributed

Prog. Languages —

(Distributed) OO-0S,
Distributed OO Prog.
Languages, etc.

v v

1990 RPC-based Systems, ——p  CORBA ORB

e.g., SunDCE *
Java, COM — Java RMI, DCOM,
Servelets
2000 v Il

Web Services —  OQGSI1/0OGSA



Open Grid Service
Architecture (OGSA)

e OGSA-WG In Global Grid Forum
chaired by

— lan Foster, ANL and Univ. of Chicago
- Jefft Nick, 1BM
- Dennis Gannon, 1U
e Active Members from
- IBM, Fujitsu, NEC, SUN, Hitachi, Avaki
— Univ. of Mich, Chicago, Indiana



OGSA Top Level View

e OGSA Is the set
of “core” Grid
services

— Stuff you can't live
without

— 1T you built a Grid
you would need to
Invent these things

Domain-specific services

More specialized services: data
replication, workflow, etc., etc.

Broadly applicable services: registry,
authorization, monitoring, data
access, etc., etc.

OGSl

Host. Env.. & Protocol Blindi's

Hosting Environment J Protocol ﬂ

s|japow

1BY)0

Saljijus Iayjo R
$921N0SaJ 10} S|SPOIA




The Grid Service =
Interfaces/Behaviors + Service Data

ReqUired: _ E;rlgdj?g\éi)ce .. other interfaces ..
- Introspection | (optional) Optional:

(service data) ] - Service creation
- Explicit dest_rucfcion - Notification
- Soft-state lifetime Service service service - Service group

element element element
+ application-

. . i specific interfaces
Binding properties: Implementation P
- Authentication
- Reliable invocation
- Transactions —>
- QoS Hosting environment/runtime

(“C”, J2EE, .NET, ..)




Fault
Monitor

Example:

File Transfer Service

ﬁ
Query &/or
subscribe
to service data

—

Requit and manage file transfer operations

Grid File Notf'n Policy
Service Transfer Source
- N\ "l
Pending Interfaces
Performance
: > service
Policy ot Internal
elements State
Faults | )

'

' '

Data transfer operations




Core Services

e Registries, and namespace bindings

— Registry is a collection of services indexed by
service metadata.
e “find me a service with property X.”

— Directory is a map from a name space to GSHSs.
e Queues

— For building schedulers and resource brokers
- (not clear)



Security

Authentication
- 2-way. Who are you and who am 1?

Authorization

- What am I authorized to use/see/modify
Accounting/Billing

— (not really security - see monitoring)
Privacy

Group Access

— Easily create a group to share access to a
virtual Grid.

Very complex issues related to services
and message delivery.



Messaging, Events, Logging

 Messaging
— Delivery Model
e Queuing and Pub/Sub message delivery

 Events
Message Producers | Message Consumers

- Standard XML e
schemas ¥

o Standard Logging — [Flewee] (e [ =

Y \4 Y
I Factory H GridService
Fllterlng & Transformation Service

NotftSk

_I

deliverNotification
subscrlbeToNotlflcatlonTopl

<<: deliverNotification l Eubscrl beToNotificationTopic
V

Notificatiol S k INotificationSourceHGridService

Storage & Delivery Services




Common Resource Model

 Every resource on the grid that is
manageable Is represented by a
service instance

- CRM is the Schema hierarchy that
defines each resource

— Service for a resource presents Its
management interface to authorized
parties.



Policy Management
e Policy management services

- Mechanism to publish policy and the services it
applies to.

— Policy life-cycle mgmt.
e Policy languages exist for routing, security,

FeSource uSe Pproduwero poies ; Policy Service Core

X Non-Canonical

Device / Resource

Policy Component Requirements:
O A management control point for policy lifecycle (PSM)
O A canonical way to express policies (AC 4-tuple)

O A distribution point for policy dissemination (PSA)

O A way to express that a service is “policy aware” (PEP)

Canonlcal .
Admin GUI/ % Policies 1 Policy _
Autonomic |« —> Service Policy
Manager I Manager Tran;fe?\r/ritginon
|
A
* | 1.n —-—— el
| XM'_— Validation
VY * Service
I\ * . :
Consumer of Policies ~ Canonical | POIIFy Policy
Policies | Service Resolution
Policy /:/1' Agent Service
Enforcement |
Point I
|

a A way to effect change on a resource (CRM)



Grid Service Orchestration

e Creating new services by composing other
services

 Two types of Orchestration

— Composition in space
e One services is directly invoking another
— Composition in time
e Managing the workflow
— First do this.
— Then do this and that

- When that is done do this
» I something goes wrong do this

— And so on...



Data Services

Distributed Data Access
Data Caching

Data Replication Services
Metadata Catalog Services
Storage Services



From OGSI to Web Services Resource
Framework (WSRF)
Grid and Web Services:

Cconvergence: Yes!
Grid 71 J

Started

far apart Have been WSRF &
N apps converging

& tech

The definition of WSRF means that Grid and Web
communities can move forward on a common base



OGSI Concerns Addressed with
WSRF

e Too much stuff in one specification

=2>WSRF partitions OGSI1 v1.0 functionality into
a family of composable specifications

e Does not work well with existing Web
services tooling
=>WSRF tones down the usage of XML Schema

e Too object oriented

=2 WSRF makes an explicit distinction between
the “service” and the stateful “resources”
acted upon by that service



From OGSI1 to WSRF:
Refactoring and Evolution**

OGSI

WSRF

Grid Service Reference

WS-Addressing Endpoint Reference

Grid Service Handle

WS-Addressing Endpoint Reference

HandleResolver portType

WS-RenewableReferences

Service data defn & access

WS-ResourceProperties

GridService lifetime mgmt

WS-ResourceLifeCycle

Notification portTypes

WS-Notification

Factory portType

Treated as a pattern

ServiceGroup portTypes

WS-ServiceGroup

Base fault type

WS-BaseFaults

Draft document at www.globus.org/wsrf this week




Open Grid Services
Architecture with WSRF
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National Research Grid Initiative
(NAREGI)

Networking

NAREGI

Satoshi Matsuoka

Project Deputy Leader, NAREGI Project

Visiting Professor, National Institute of
Informatics

Professor, Tokyo Inst. Technology




Grid Related Projects in Japan

Information Technology Based Lab (I TBL
Super-SINET(NII)

VizGrid (Prof. Matsuzawa, JAIST)

BioGrid (Prof. Shimojo, Osaka-U)

Campus Grid(Prof. Matsuoka, Titech)
National Research Grid Initiative (NAREGI)

Grid Technology Research Center(Mr.
Sekiguchi)
Japan Virtual Observatory (JVO)



10Gbps Photonic Backbone
GDbEther Bridges for peer-
connection

Very low latency — Titech-
Tsukuba 3-4ms roundtrip
Operation of Photonic Cross
Connect (OXC) for
fiber/wavelength switching
6,000+km dark fiber,

100+ e-e lambda and 300+Ghb/s
Operational since January, 2002

Nano-Technology
For GRID
Application

Computational
GRID
And
NAREGI

Kyushu U.

Dat
High-energy Science

Osaka U.

Doshidha U.
Nagoya U.

Ckazaki
Research
Institutes

Tohoku U.
NFS \
Kyoto U. YO [* ]

aGRID for

SuperSINET: All Optical Production Research
Network (separate funding)

OC-48+ transmission
for Radio Telescope

|
w

Waseda

u.

/AN

NIG

KEK Bio-Informatics

Tsukuba U.
NIl Operation
U. of Tokyo
Tokyo Institute of Tech.

NIl R&D



National Research Grid Initiative
(NAREGI) Project:Overview

- A new Japanese MEXT National Grid R&D project
~$(US)17M FY'03 (similar until FY'07)
($125million total planned)

- One of two major Japanese Govt. Grid Projects

- Collaboration of National Labs. Universities and
Major Computing and Nanotechnology Industries

- Acquisition of Computer Resources underway
(FY2003) - 17 Teraflop Dedicated Testbed

MEXT :Ministry of Education, Culture, Sports,Science and Technology



National Research Grid Infrastructure
(NAREGI) 2003-2007
e Petascale Grid Infrastructure R&D for Future Deployment

$45 mil (US) + $16 mil x 5 (2003-2007) = $125 mil total
Hosted by National Institute of Informatics (NI11) and Institute of

Molecular Science (IMS)
PL: Ken Miura (Fujitsu=>N11)

e SLs Sekiguchi(AIST), Matsuoka(Titech), Shimojo(Osaka-U), Hirata(IMS)...

Participation by multiple (>= 3) vendors

Resource Contrib&tions by University Centers as well Various Partners

(Other @
Apps) @

Fgcusgd Nanot@o‘h-"’“"'(Bvi,otech
“Gran P i e PROR
Challenge” E’md ARPS. Gr_ld QPpS)
Grid Apps b* (BioGrid
Areas . RIKEN)

,/} ' m h?'
‘ J--- = i x}-:‘- ,]
rea. SuperSINET
|
e

Othe —
Inst.

National Research b
G&rid Middleware R&D

.] [ Grid R&D Infrastr. ]
15 TF-100TF




NAREGI R&D Assumptions & Goals

e Future Research Grid Metrics

- 10s of Institutions/Centers, various Project VOs
- > 100,000 users, > 100,000 CPUs/machines

e Machines very heterogeneous, SCs, clusters, desktops
- 24/7 usage, production deployment
- Server Grid, Data Grid, Metacomputing...

e Do not reeinvent the wheel

— Build on, collaborate with, and contribute to the
“Globus, Unicore, Condor” Trilogy

— Scalability and dependability are the key
e Win support of users
— Application and experimental deployment essential

- However not let the apps get a “free ride”
- R&D for production quality (free) software



National Research Grid | nitiative
(NAREGI) Project: Goals

(1) To develop a Grid Software System (R&D in Grid Middleware
and Upper Layer) asthe prototype for future
Grid Infrastructure in scientific research in Japan

(2) To provide a Testbed to prove that the High-end Grid
Computing Environment (100+Tflop/s expected by 2007)

can be practically utilized in the Nano-science
Simulations over the Super SINET.
(3) To Participate in International Collaboration
(U.S., Europe, Asian Pacific)
(4) To Contribute to Standardization Activities, e.g., GGF



Participating Organizations

National Institute of Informatics (NI1)
(Center for Grid Research & Development)

Institute for Molecular Science (IMS)
(Computational Nano stience Center)

Universities and National Laboratories(Joint R& D)
(AIST, Titech, Osaka-u, Kyushu-u, Kyushu Inst. Tech.,
Utsunomiya-u, €tc.)
Research Collaboration
(ITBL Project, National Supecomputing Centers etc.)
Participating Vendors (IT and ChemicalsMaterials)

Consortium for Promotion of Grid Applicationsin
Industry



NAREGI Research Organization and Collaboration

[ MEXT ]

Center for Grid Research & Development
(National I nstitute of Informatics)

(/BA{(IZJ?/IEO(?I’L)IID ] ] National
in Network Centers

Grid R&D Research

Manssaent . ™

Committee Grid Middleware .

— D € Networking R
R&D Super SINET
Group Leaders P
( National } [ P ] [ S LETES ] Re?{ﬁ*r"e‘r'ﬁ'g"ms Network
Super computing : —_—> Technology
(___ Centers Coordination/ D IrTerr—— Refinement
Deployment Utilization of
- : Tor R&D Networ k
Universities ) k / k Technology Dev. /
|_Research Labs. J Joint
Research
(Titech,Osaka-U, Kyushu-U. etc)
RS Computational Nano-science Center
/ ™ O \i\:oe? Institute for Molecular Science
I TBL Project S _ _
Nano-science Applicaton
JAERI 2 (" NanosenceApplicatons ) Computer

[ ITBL Project Dir. ] [ Director(Dr. Hirata, IMYS) ] R%urC%

<; (Acquisition in
FY 2003)
N e

Consortium for :: R& D of Grand-challenge NII: ~5Tflop/s

\ )

Promotion of Grid ISSP(’BTr(i)ﬂ (;Ak%r}llfcaﬂ?g% e

Applicationsin Industry i\ Industrial Partners , IMS. ~10Tflop/s
)

D e




Buibexoed vdM

NAREGI Software Stack

WP6: Grid-Enabled Apps

WP3: Grid Visualization WP3: Grid PSE

WP2: Grid WP3: Grid Workflow

Programming

-Grid RPC WP1: Grid

_Grid MPI WPL: Monitoring &
Super Scheduler Accounting

Globus,Condor ,UNICORE=>OGSA)

WP1: Grid VM

WP5: High-Performance & Secure Grid Networking



R&D in Grid Software and Networking
Area (Work Packages)

WP-1: Lower and Middle-Tier Middleware for Resource
M anagement:

Matsuoka (Titech), Kohno(ECU), Aida (Titech)

WP-2: Grid Programming Middleware:
Sekiguchi(AIST), Ishikawa(AIST)

WP-3: User-Level Grid Tools & PSE:
Miura (NII), Sato (Tsukuba-u),

Kawata(Utsunomiya-u)

WP-4. Packaging and Configuration Management:
Miura (NII)

WP-5: Networking, Security & User Management
Shimojo (Osaka-u), Oie ( Kyushu Tech.)

WP-6: Grid-enabling tools for Nanoscience Applications:
Aoyagi (Kyushu-u)



WP-1. Lower and Middle-Tier Middleware
for Resource Management

e Unicore < Condor <> Globus Interoperability
-Adoption of ClassAds Framework
e Meta-scheduler

- Scheduling Schema
- Workflow Engine
- Broker Function

e Grid Information Service
- Attaches to multiple monitoring framework
- User and job auditing
- CIM-based node information schema
- Accounting based on user/job audit




WP-1. Lower and Middle-Tier Middleware
for Resource Management(Continued)

« Self-Configurable Monitoring

o Grid Self-Configuration Management
(including packaging)

o GridvVM( Lightweight Grid Virtual Machine)

- Support for Co-scheduling
- Fine-Grained Resource Control
- Node (IP) virtualization
- Interfacing with OGSA




WRP-2:Grid Programming
— GridRPC/Ninf-G2 (Al ST/GTRC)

GridRPC

# Programming Model using RPC on the Grid
# High-level, taylored for Scientific Computing (c.f. SOAP-RPC)
# GridRPC API standardization by GGF GridRPC WG
#® Ninf-G Version 2
@ A reference implementation of GridRPC AP
@ Implemented on top of Globus Toolkit 2.0 (3.0 experimental)
@ Provides C and Java APIs

f
[ Clien 14

3. invoke N\ 4 connect

Executable \ﬁck enerate
2.interface | | GRAM [rsessss Jp| Remote Executable
1. interface reply P
request >| MDS | nterfa(_:e
retrieve Information
LDIF File
Client side




WRP-2:Grid Programming
-GridMPI (AlIST and U-Tokyo)

Grldl\/l Pl

Provides users an environment to run MPI applications
efficiently in the Grid.

» FHexible and hterogeneous process invocation on each
compute node

* GridADI and Latency-aware communication topology,
optimizing communication over non-uniform latency and
hides the difference of various lower-level communication
libraries.

o Extremely efficient implementation based on MPI on Score
(Not MPICHI-PM)

MPI Core
RIM Grid ADI
IMPI | Latency-aware Communication Topology | Other
RSH |GraMm | Vendor — Comm.
SSH MPI P-to-P Communication Vendor | Library
TCP/IP PMv2 | Others MPI




WP-3: User-Level Grid Tools & PSE

e Grid Workflow

- Workflow Language Definition
- GUI(Task Flow Representation)

Visualization Tools

- Real-time volume visualization on the Grid

PSE /Portals

- Multiphysics/Coupled Simulation

- Application Pool

- Collaboration with Nano-science

Applicatons Group

CLIT Workflow Tool

— —

_-' - - L
=

L L .—[ —r

LLJ =yt
t ITNICTPRE APE |

------------

o f

ServerE UNICORE (habeway Server |
Simulaton ol 2005ty perering _l]'
Storage Generation H_u

P .
8 i
A 4 3 5 A 4
awData 3D Objects IM&ges § ==~

- -
Client :
%, | 3D Object .
Storage[° ™1 generation ~o»o- Rendering ul

%:ull &:Villg EIIV;IUIIIIIuIt

0 PSE PSE

S A

\@@j Portal ] Fobikit = Appli-pool

7

| Information Service |
Workflow

Application
Server —‘




WP-4. Packaging and Configuration
Management

e Collaboration with WP1 management
o Activities
— Selection of packagersto use

— Interface with autonomous configuration
management (WP1)

— Test Procedure and Harness
— Testing Infrastructure
c.f. NSF NMI packaging and testing



WP-5. Network Measurement, Management
& Control for Grid Environment

Traffic measurement on Super SINET

Optimal QoS Routing based on user policies and networ k
measur ements

Robust TCP/IP Control for Grids
Grid CA/User Grid Account Management and Deployment

Grid Application

Grid Application

Grid Application
Super-schedul er
Network Information DB ._

rid Network Management Server

‘ User Poalicy Information DB

T T o o

Dynamic bandwidth Control Multi-Points real-time
and QoS routing measurement




WP-6: Adaptation of Nano-science
Applicationsto Grid Environment

o Anaysisof Typical Nanosci
- Parallel Structure

- Granularity
- Resource Requirement

- Latency Tolerance

e Coupled Simulation
€g.,FMO & RISM)

e Collaboration with IMS

RISM: Reference I nteraction Site M odel
FMO: Fragment Molecular Orbital Method




Development Concept

e e e
O S R A

N4 N4 N4




Nano-science and Technology Applications
Targeted

Participating Organizations:
-Institute for Molecular Science
-Institute for Solid State Physics

-AlIST

-Tohoku University

-Kyoto University

-Industry (M aterials, Nano-scale Devices)
-Consortium for Promotion of Grid
Applicationsin Industry

Research Topics and Groups:.

-Functional nano-molecules(CNT ,Fullerene etc.)
-Nano-molecule Assembly(Bio-molecules etc.)
-Magnetic Properties

-Electronic Structure

-Molecular System Design

-Nano-simulation Softwar e Integration System
-Ftc



Examples of Nano-Applications Research (1)

Functional _Nano-Molecules Nano-Electronic System

N\ j /]
\\\‘ /
b
/ \ \ Manganese-Oxide
7 Ferromagnetic

Half-metal
Molecular Isomerizaton

by Low Energy Integration
yLow 9y grat Orbiton

(Orbital Wave)
Nano-Molecular Assembly

Apps:Half-metal Magnetic
Tunneling Device

\ Memory Device/

Protein Folding




Examples of Nano-Applications Research (2)

Nano-M agnetism
e

Magnetic

Controling Arrangement of
Nano-dots by Self Organization

Nano-system Design

guantum-dot  quantum wire

-

Meadl ,organic Molecules

Nano-device, Quantum Transport

Nano-dotSW»? Nano-simulation Softwar e I ntegr ation System

Nano-strudiure Seerch Bgire

COGNAC MUFFIN



NIl Center for Grid R& D (Jimbo-cho, Tokyo)

Mitsui Office
Bldg. 14 Floor

' FIF J
(11

Jagzazas FFE

SSREEE R

- i,

CFET T
E | llllilll:":

Tixy

-

700m? office space
(100m? machine room)



Summary

We regard Grid as one of the fundamental
technologies of the I T infrastructure in 213
century

In the NAREGI project, seamless federation of
heterogeneous resources Is the primary
objective

Computations in Nano-science/technol ogy
applications over Grid is to be promoted,
Including industrial participation.

International Co-operation is essential.



The Japanese Large-scale
Grid-Cluster Infrastructure
of March 2004



We can make pretty big
clusters now for Grids

Earth Simulator - 5120
procs, 40TF, PB storage

ASCI Red Storm -
~10,000 procs (onto
20,000 and beyond)

> 20 machines over 2000
procs in Top 500
Virginia Tech “Big Mac”
- 2200 proc, 17.6TF, $6
million, Ranked 3"d on
Top500 (Nov. 2003)




New Japansesae Grid Infrastructures
March 2004

All Infrastructures Grid-enabled, to be operational
March, 2004, interconnected via SuperSINET

NAREGI (National Research Grid Initiative) Grid
Testbed, 17.9TF, experimental

- IMS (Institute for Molecular Science) 2002 CPU 12.8TF
- NI1 (National Institute for Informatics), 896 CPU 5.1TF
AIST GTRC (Grid Technology Research Ctr) Grid

SuperCluster, 14.5 TF, experimental & production

— Opteron(2148)+1tanium(528)+Xeon(512)

Riken (Institute for Scientific Research) Super
Combined Cluster, 12.5TF, production

- Xeon(2048) + MD-Grape + SX-7
Exisiting Infrastructures
— SuperSINET National AON, production

— Titech Campus Grid, 8O0CPU, 1.3TF (since Mar. 2003), semi-
production




NAREGI Phase 1 Dedicated
Grid Testbed (1Q2004)

All (yellow) resources on
the testbed dedicated
and newly acquired.

e ~2900 Procs,
~17.9TFlops
NOte: NO SmaltTest
production SUprSl NET (lonpS MPLS App Clusters (x 6)
Grid system ~400km
c.f. TeraGrid IMS _ NI
(Okazaki) (Tokyo)
Comp_utatlonal Center for Grid R&D
Nano-science Center
~10.5TFI ~ >TTlops
o OpS Software Testbed
Application Testbed



NAREGI| Phase1 Testbed

3000 CPUs
17 Tflops B
, Tohoku Univ.
Small Test App Clusters
Kyushu Univ. ( AIST )

Small Test App Clusters Small Test App Clusters |

Super-SINET

/ (106&{ps MPLYS)

Kyoto Univ.
Small Test App Clusters

~

Small Test App Clusters

ISSP
Small Test App Clusters )

)

Nano-science Center (IM S (NI1)
D Tflops 5 Tflops y

Computational [Center for GRID R&D )




Computer System for Grid Software
|nfrastructure R&D (at NI 1)
(5 Tflops, 700GB)

High Perf. High Perf. Distributed-memory Distributed-memory Distributed-memory Distributed-memory
Distributed-memory Distributed=-memory type Compute type Compute type Compute type Compute
type Compute type Compute Server 1 Server 2 Server 3 Server 4
Server 1 Server 2
128 CPUs{Neon, 1,06GHz) 128 CPUs{Xeon, 3.06GHz) 128 CPUs{Xoon, 2.8GHz) 128 CPUs(Xeon, 2.8GHz) 128 CPUs{Xeon, 2.8GHz) 128 CPUs({Xoon, 28GHz)
+Cantrol Node +Contral Noda +Conirol Node +Cantral Node +Contral Node +Cantrol Node
InfiniBand 4%(8Gbps) InfiniBand 4X(8GEps) Gb Ether (1Gbps) Gb Ether (1Gbps) Gb Ether (1Gbps) | Gh Ether (1Gbps)
SINET
Memory 130GB Memory B5GB Memory B65GB Memory 65GB Memory G5GB Memory B5GB
Storage 9.47TB Storage 947TB Storage 4.7TB Storage 4.7TB Storage 4.7TB Storage 4.7TB
| | | |
Intra Intra
NW-A NW-B
L2SW A L2SW A L2SW B
Ext. NW Intra NW
L3 SW 1Gbps L3 SW 1Gbps
(upgradable to 10Gbps) (upgradable lo 10Gbps)
I 1 1
File Server SMP type Compute Server 1 || SMP type Compute Server 2 | | SMP type Compute Server 3
BCPUs (SPARCE4Y, 1,3GHz) 64 CPUs (SPARCB4V, 1,3GHz) 32 CPUs (ltanium2, 1,3 GHz) 32 CPUs (Powerd, 1.3GHz)
Ill Memory 128GB Memory 32GB Memory B4GB
Storage 441GB Storage 180GB Storage 480GB
Memory 16GB
Storage 10TB \
Back-up Max.364TB '




Computer System for Grid Software
Infrastructure R&D (at IMYS)
(10 Tflops, 5TB)

SMP type Computer Distributed-memory type Computer{4 units)
5.44 TFLOPS 818 CPUs (Xeon, 3.06GHz)+Control Nodes
5.0 TFLOPS
Myrinet2000 (2Gbps)

. 16ways X S0nodes (POWER4+1.7GHz) I I I II I I E

e Multi-stage Crossbar Network

= L3 SW

"u Memory 3072GB 1Gbps ' ¥ ¥ E R R X
s (upgradable to 10Gbps)

Ll

Memory 1.6TBfunit

Gb Ether(1Gbps) ;
File Server Storage  1.1TB/unit
16CFUs (SPARCE4 GP, 675MHz)
Gb Ether(1Gbps)
Memory 64GEB
Storage 1.2TB X 6 Sites
Memory 8GB User Side Cluster
Storage  30TB 32 CPUs (Xeon, 3.06GHz)
Back-up 25TB +File SErvice Node

Super SINET




NAREGI Application Grid Testbed
@ IMS (Institute for Molecular Science)

2002CPU, 12.8TFlops

SMP type Computer Distributed-memory type Computer{4 units)
5.44 TFLOPS 818 CPUs (Xeon, 3.06GHz)+Control Nodes
5.0 TFLOPS
Myrinet2000 (2Gbps)

il Multi-stage Crossbar Network

= L3 SW

P ‘Mamnry 3072GB 1Gbps BEEREEERERER
Storage 6.8TB (upgradable to 10Gbps)

Memory 1.6TBfunit
Gb Ether(1Gbps) Storage  1.1TB/unit

16ways X S0nodes (POWER4+1.7TGHz)

File Server

16CPUs (SPARCE4 GP, BT5MHz)

Gb Ether(1Gbps)

Memory 64GEB

Storage 1.2TB X 6 Sites
Memory 8GB User Side Cluster
Storage  30TB 32 CPUs (Xeon, 3.06GHz)
Back-up 25TB +File SErvice Node

Super SINET



NAREGI Middleware R&D Grid Testbed @

896CPU, 5.1TFlops

NI1 (National Institute of Informatics)

High Perf. High Perf. Distributed-memory I:IIntril=I:ru't|a|l:l-rrl;nnr.u'mr Distributed-memory Distributed-memory
Distributed-memory Distributed=-memory type Compute type Compute type Compute type Compute
type Compute type Compute Server 1 Server 2 Server 3 Server 4
Server 1 Server 2
128 CPUs{Xeon, 1.06GHEZ) 128 CPUs(Xeon, 3,06GHz) 128 CPUs{Xoon, 2.8GHz) 128 CPUs{Xeon, 2.8GHz) 128 CPUs{Xeon, 2.8GHz) 128 CPUs(Xoon, 2.8GHz)
+Control Node +Contral Nodo +Control Hode +Control Node +Control Node +Control Node
InfiniBand 4X(8Gbps) InfiniBand 4X(BGbps) Gb Ether (1Gbps) Gb Ethar (1Gbps) Gb Ether (1Gbps) | Gb Ether (1Gbps)
SINET
Memory 130GB Memory B5GB Memory B65GB Memory 65GB Memory B5GB Memory B5GB
Storage 9.47TB Storage 947TB Storage 4.7TB Storage 4.7TB Storage 4.7TB Storage 4.7TB
| | | |
Intra Intra
NW-A NW-B
L2SW A L2SW A L2SW B L2SW B JL2swe
Ext. NW Intra NW
" L3 SW 1Gbps L3 SW 1Gbps %
(upgradable to 10Gbps) (upgradable lo 10Gbps) -
I 1 1
File Server SMP type Compute Server 1 || SMP type Compute Server 2 | | SMP type Compute Server 3
BCPUs (SPARCGE4V, 1,3GHz) 64 CPUs (SPARCB4V, 1.3GHz) 32 CPUs (ltanium2, 1.3 GHz) 32 CPUs (Powerd, 1.3GHz)
Ill Memory 128GB Memory 32GB Memory B4GB
Storage 441GB Storage 180GB Storage 480GB
Memory 16GB
Storage 10TB |
Back-up Max.36.4TB !




AIST GTRC Grid) Super Cluster

—TE P32: IBM eServer325

Opteron 2.0GHz, 6GB
2way x 1074 node
Myrinet 2000

8.59TFlops/peak

M64: Intel Tiger 4

_ Madison 1.3GHz, 16GE
/"~  4way x 131 node
Myrinet 2000

2.72TFlops/peak

" 10,200mm _

Myrinet

10,800mm

F32: Linux Networx

Xeon 3.06GHz, 2GB
2way x 256+ node
GbE

M64 3.13TFlops/peak
total 14.5TFlops/peak, 3188 CPUs




AIST GTRC (Grid) SuperCluster
3188CPU, 14.5TF

P-32 Cluster M-64 Cluster
Cluster Unit #1 ) P-32 Cluster Switch M-54 Cluster Switch
Cluster Unit Switch 7R Cisco CatalystB513 Cisca Catalysi6513 :
Cisco Catalyst4006 #3 ) 10Gh |
6Gb [
File Server Node #16] - 1 1 -|
IBM (@server xSeres3ds '-‘3
== — !I =
= Tt t— : i
- ' - : o File Server Node
Compute Nodes Q Paad S~ IBM@server xSeries345
IBM @server 325 x 64 AIST Network | [ B
AMD opteron 2.0GHz 2-way k\ o Jo—— = s Nt
. : e Compute Nodes
a1 L Intel Tigerd x 128
Q "+ Intel Nanium2 1_3GHz 4-way
Spare Compute Mode B | PR A '
|deaﬁ.;,.-.pr.,-{.r%25 1 || Central Management i .
— n} 1 J§ Modes y 8] [
User Service Node - |l SR SR b XL | )
IBM @@server 325 H F—H—H— [ : Intel Tigerd x &
] - | I o ——
Man_a’.gt:ﬂ.mteni Node i | System Service Nodes | I ———
IBM Eserver 325 : IBM @server 325 x 2 : User Service Node
== | Intel Tigerd___
I 1 : i
\ I i | 13 [ Management Node
T 4 ' ! - i Intel Tigerd
] : Operation Room : —
L - ._ 7 A

2Gb x 66



Computational Network for P-32

Cluster

257- 321- 385- 449- 513- 577- 641- 705-
320 384 448 512 576 640 704 768
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Riken (Grid-enabled) Super Combined Cluster
2048procs, 12.5TFLops
(excl. MD Grape and SX)

e PC Cluster System . SX-7 system
- 1024nodes, 2048CPU - 32CPU
-~ CPU Intel Pentium Xeon - 282.5GFLOPS
3.06GHz - memory 256GB
- Mmeory 4GB/node,
2GB/node e HDD
- HDD 100GB/node - 20TB
e PC Cluster for MD * Tape storage

- HSM system HPSS

- 20 MD-Grape board
computers _ Tape: 1000 Total 200TE
~ 64GFLOPS/board T oa

- 1.2TFLOPS



Riken System I mage & sp? PC cluster 1

m——

P
’
\

- MNetwork - 7

Firewall
NetScreen-5200

User authentication server
Cisco Secure ACS2000
RADIUS Server

Visualization P(C

Ethernet
Fibre Channel

Total performance \
6.2TFLOPS
Total memory 2TB
m512nodes 1024CPU
minterconnect

InfFiniBand (8Gbps, Full
Bi-di % il

PC cluster 2

Total performance
6.2TFLOPS

Total memory 1TB
PC cluster 2

m128nodes:256CPUx4systems
512nodes 1024CPU /

Nnnnhect -

BaangrSMinnet XP

‘ —

Disk

Archive system

( Tape drive, media
STK T9940Bx5
Tape: 1000 Total 200TB
HSM system
HPSS

Workstation

IBM pSeries610 m
Meta data server

Mover

IBM pSeries630 m{

\\“ IBM pSeries630 model 6C4x

\ Frontend server

login server
Sun Fire V480x2
4CPU/32GBx%2

compile server

PRIMERGY L250
name X2

Sun Fire V210x2

éi load balancer
IPCOM 150x2

tentative

<=w) \_

iStorage S2300x2
total 20TB for user home

file server =

TX7/16010x2 j

1/0 node

Express5800/140Rc-4(tentative
name) x8

\_ J

SX-7/32

32CPU,256GB shared memory
Performance 282_5GFLOPS
Total memory 256GB

SX-7 system




Riken Grid-based Job
cessing

bined |yser| |User

N 1 7

%~ | Frontend
server

Web portal

Cutput fils

Output files



SuperSINET: AON Production Research
Network (separate funding)
Interconnect for NAREGI, ITBL, etc. and
future National Grid Infrastructure

10Gbps General Backbone = @ 2
?f :‘f’_,_ > '_‘:{ R g8 Hokkaido
GbE Bridges for peer- Nano-Technology u. S
connection :p())prli(éaRtlioDn Dat;R I*“D . for Radio Telescope
Very low latency - Titech- — High-energy Science
Tsukuba 3-4ms roundtrip = o \
. ] g NIFS
Operation of Photonic iddleware 10U

Cross Connect (PXC) for for Cogg:‘;at'ona' osta
fiber/wavelength switching
6,000+km dark fiber, 100+ “*"" = Pehday

Nagoya U.

e-e lambda and 300+Gb/s o<azak.

Research

Operational from January, Institutes
2002 until March, 2005

kek  Bio-Informatics

Tsukuba U.
Operation
UNoFT)okyo
Tokyo Institute of

N1§%ReD

ISAS
NIG




Sample Campus Grid Infrastructure
_(2006)

ke |-$“:'-ii_=, - : |-——-*,|“*'""|'il"=’
| E_:: _lI

i BEE T
o
| ‘|
i

——— o StoragefFarm
Tightly-Coupled Cluster 400 #B HDD RAID 5
1600CPU/800Core/ Sl oD B N &
400node 13~16TFlops y iy 'sac(:;sl:p( OlBaPeS)
IB 4x high bisection g clabyte, | over

15 racks 0 racks r ——

[ —
P~

CPU Farm 6,/,,
Cluster 3000CPU/ %
1500Core/750n0de %
18~30TFlops IB 4x 0’00@
%d"

qo00¢ Ppueqiuiul

or 1GbE low bisection
25 racks

[

JESE | |
3GB/s —’;__i-:_:_; Y
ect

Intra-c

Grid Users 10Gbps it o Ciber
- /10

6000CPU+GPU shics Acceleration CbE
49~64TFlops 250GPU 10TFlops(single precision)
2PBytes 70 racks Infiniband 4x high bisection
~1MegaWatt

O racks




DataGrid and the Grid
DataFarm Project
-Scaling to PetaBytes-



|[Background] Petascale Data
Intensive Computing

Hi 0 h En ergy PhVS ICS Large Hadron Collider at CERN
Circumierance 26.7 km {16.6 milas)
e CERN LHC, KEK Belle Prton Beans o
. Experimental Hall
e ~MB/collision, olisonpont) \
100 collisions/sec ' % === —
LHCb experiment
Detector for CMS experiment

. ~

PBlyear N | R
#2000 physicists, 35 countries . NN

ﬁetector for
ALICE experiment Detector for

ATLAS experiment
{displaced for clarity)

Astronomical Data Analysis
e data analysis of whole the data
e TB~PB/year/telescope
e SUBARU telescope
e 10 GB/night, 3 TB/year




|[Background 2] Large-scale
File Sharing

P2P - exclusive and special-purpose
approach
- Napster, Gnutella, Freenet, ..

Grid technology - file transfer, metadata
management

— GridFTP, Replica Location Service

— Storage Resource Broker (SRB)

Large-scale file system - general approach
— Legion, Avaki [Grid, no replica management]

- Grid Datafarm [Grid]

— Farsite, OceanStore [P2P]

- AFS, DFS, . ..




Goal and feature of

AlIST/Titech/KEK Grid Datafarm

e Goal

Dependable data sharing among multiple organizations
High-speed data access, High-speed data processing

e Grid Datafarm

Grid File System - Global dependable virtual file system
* Integrates CPU + storage

Parallel & distributed data processing
e similar to MPI-10

e Features

Secured based on Grid Security Infrastructure
Scalable depending on data size and usage scenarios

Data location transparent data processing (file affinity

scheduling)

Automatic and transparent replica access for fault
tolerance

High-performance data access and processing by
accessinag multiole dispersed storaaes in parallel




Grid Datafarm (1): Gfarm file !

DATA FARM
system - World-wide virtual file

system [CCGrid 2002]

e Transparent access to dispersed file data
In a Grid
- POSIX 1/0 APls, and native Gfarm APIs for
extended file view semantics and replications

Virtual Directory /grid . , ; :
Tee . —Aviap-fromivistuakeirectory tree to physical file
Fo— A i
AN Pl
aist trcq) file1l s---file2 s .
//\ N - mapping
filel  file2 | file3 = filed ™. % §

File replica creation

Gfarm File System

I
N
N
~



Grid Datafarm (2): High-
performance data access and
processing support [CCGrid 2002]

 World-wide parallel and distributed processing
— Aggregate of files = superfile

— Data processing of superfiles = parallel and
distributed data processing of member files

e Local file view (SPMD parallel file access)

e File-affinity scheduling (“Owner-computes”)

~——=2  \World-wide
Parallel &

distributed
processing

ro

Par’ﬂl(.i g;}canl}%/ga\l% data

(b))




GRID
DATA FARM

Example: Gfarm
replication command

« gfwhere -inquiry <« gfrep - parallel
of replica catalog third-party file
replication
- Target domain name
- Target host list

% gfwhere gfarm:host3 2;0 g:\";ﬁe}z gil?agrrrir?-.r?c:gtgfarm:hosw
0: hpcO1.hpcc.jp 0 _ ! .
1: hpc02.hpce.jp 0: hpcOl.hpcc.jp gfmO1l.apgrid.org
2: hpc03.hpcc.jp 1: hpc02.hpcc.jp gfm02.apgrid.org
2: hpc03.hpcc.jp gfm03.apgrid.org




Transfer technology in long

fat networks

e Bandwidth and latency between US and Japan
- 1~10 Gbps, 200~300ms RTT

e TCP acceleration
— Adjustment of congestion window
— Multiple TCP connections
- HighSpeed TCP Scalable TCP FAST TCP
— XCP (not TCP)

e UDP based acceleration
— Tsunami WDT RBUDP aou ...

Bandwidth prediction without packet loss




Multiple TCP streams sometimes

considered harmtul...

e Multiple TCP streams achieve good bandwidth, but
excessively congest the network. In fact would
“shoot oneself in the foot”.

APAN/ TransPAC LA- Tokyo (2.4Ghps)

High oscillation 2800
Not stable! ~— T—=2%|

2400 |
2200 |
2000 |

g 1800 |

= 1600 |

g 1400 |

= 1200

each other /’28%

400 |
200

m 7
Compensate 1000 [w‘r o

0
3755

Too much network flow

//

TxTotd
— TxBWO
— TxBWL

TXBW2

Too much
congestion

Need to limit bandwidth appropriately



A programmable network testbed device
GNET-1 @ AIST-GTRC

Logic Analyzer GPS | /F

FPGA
Configuration FPGA mmmybmw
;, Xilinx XC2V6000

memory block

it g spec
/ //%%/F// N

A A A A

( 7 7 7 7 7 7 7 7 7
r/ r/ r/ r/ I4

1000Base-SX Host PC I/F(USB 1.1)
1

' Programmable hardware
network testbed

WAN emulation

- latency, bandwidth,

= packet loss, jitter, . . .

& = Precise measurement

- bandwidth in 100 usec

- latency, jitter between 2 GNET-1
General purpose, very flexible!



| FG-based pace control by
GNET-1

NO PACKET LOSS!

| |

RTT RTT
» GNET-1 » Bottleneck >
e GNET-1 provides “l
- Precise traffic pacing at any -
data rate by changing 1FG T —
(Inter-Frame Gap) A I
— Packet loss free network [16-msec average]

using large input buffer
(16MB)



SC2003 Trans-Pacific Grid Datafarm testbead:
Network and cluster configuration  'MAFW

uperSINET | Trans-Pacific thoretical peak 3.9 Gbps Indiana
Titech Gfarm disk capacity 70 TBytes univ
disk read/write 13 GB/sec
47 nodes
=1 16 TByte 10G SuperSINET
4 GBS Univ 2.4G SC2003
Tsukub NI 7 New™\2.4G Phoenix
2+ 410 nodes 10 2 4G(1G York
« 1 TBytes 4G(1G)
4300 MB/s 10 [950 Mbps]
> —
KEK [500 Mbps] o
7 node 1G OC-12 ATM S
3.7 TByt 622M Chicago ®
200 MB/Skc
. APAN 1G 10G
= § M Maffin ==~ 1okyo xP APAN/TransPAC
= — 32 nodes
= 5G 2.4G
5 AIST (2.34 Gbps] Los Angeles 0 23.3 TBytes
Tsukuba SE | spsc 2 GB/sec
16 nodes WAN 16 nodes Kasetsart®inn :
11.7 TBytes 11.7 TBytes Univ, 8§ )
1 GB/sec 1 GB/sec Thailand . __



Scientific Data for Bandwidth
Challenge

e Trans-Pacific File Replication of scientific data g

- For transparent, high-performance, and fault-toleran "
access

e Astronomical Object Survey on Grid Datafarm
[HPC Challenge participant]
- World-wide data analysis on whole the archive
- 652 GBytes data observed by SUBARU telescope
- N. Yamamoto (AIST)

e Large configuration data from Lattice QCD

- Three sets of hundreds of gluon field configurations on a
24"3*48 4-D space-time lattice (3 sets x 364.5 MB X

800 = 854.3 GB) i

- Generated by the CP-PACS parallel computer at Center @
for Computational Physics, Univ. of Tsukuba (300Gflops x
years of CPU time) [Univ Tsukuba Booth]



Network bandwidth in APAN/TransPAC
LA route [file replication]

T

sbps

: RTT: 141 ms :
=>SW|tch 3G 3G switch
10G 2.4G
: FC10 Juniper :
=> switch E600 router M20 switch
[ PC —switch LA Tokyo switch
@ GNET-1 Stable transfer rate of 2.3
— o LA0ANAAARARTA I \
2 [T / \
o
N \ f
2003?11;18 2002711718 2003711718 2002711718 2002711718 2003
07 02:05% 070514 070823 07:11:22 07:14:41 07l
No pacing Pacing in 2.3 Gbps

(900 + 900 + 500)

11718
750



APAN/TransPAC LA route (1)

File S5tyle Unit Mode Config
1000 gfmpgw APAR-LA-1-in

900 m--"llq {”]ﬂ -

woo | I HE NI | |

L0 | l }

GO0

SO0

¥ 1048 § bps)

400

200

200

Lo

/

0
200271118 20031118 20031118 2003711718 200371118 2003711718
07:02:05 07:05: 14 07:08:232 07:11:32 07:14:41 07:17:50

Latest (200311718 07 17:500; 152 bps

Max (2002711018 07:02:25) 995,233,296 bps
Min (2003011718 070650 0 hps

Average: 517,626,434 bps




1000

Q00

B0

L0

GO0

SO0

¥ 1048 § bps)

400

200

200

Lo

0

2003711720
05:22:08

APAN/TransPAC LA (2)

File Style Unit Mode

Config

afmpow APAN-LA-1-in

Af

er re-pacin

g from 800 to 780 Mby

)S, quite stable

v

M p—

T

|

20031120

052

2003711720

20031120

6127 05200 4E 05:35:05

2003711720
05:29:24

200371120
05:43:43

Latest (200271120 05:42:432) 781,499,252 bps
Max (200311720 05:25:58) BOE, 293,096 hps
Min 20021120 05:22:43) 0 bps

Awerage: 717 879,096 bps




Scaling to the Millions
The MegaScale Federation of
Low Power, Very Dense, High

Performance Clusters



The JST-CREST “Megascale” Project

« Q: How do we achieve “PetaFlops”

“Megascale CPUs?”

e PI: Hiroshi Nakashima (Toyohashi IT) -
Megascale Cluster Federation (Grid)
programming

e« Co-Pis

- Hiroshi Nakamura (U-Tokyo) - Low power
processor architecture

- Mitsuhisa Sato (Univ. Tsukuba) - Low power
compiler and runtime

- Taisuke Boku (Univ. Tsukuba) - Dependable multi-

way interconnect

- Satoshi Matsuoka (Titech) - Dependable and
Autonomous Cluster Middleware

Megascale Cluster Prototype 1Q 2004

- 670GigaFlops, 150GB/Rack

- 2Gbps Interconnect/node, 0.6 Terabits/Rack

- Combined SAN/Cluster/Grid interconnect
2"d Megascale Prototype 2005

- Processor Card Upgrade, HyperTransport-PC1/X

-1.5 TeraFlops, 300GB/Rack
-1.7 TeraByte/s Mem BW/Rack

Ideas:

1. Low power, dense cluster design
thru architecture and software
efforts

2. Cluster scalability and
dependability and autonomy up to
1000 “dense” nodes

3. Federate 1000 clusters via
Grid-level programming

4. Buid actual ultra- dene HPC
cluster as £
proof-of-concept

—

1U Dense Server

L ] 16 Processor/ 1U
(+1 Service Proc)

o 42 Units / Rack

L ] 672 Processors / Racl
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MegaScale Overview (2)

Application
SCIMA

N
~

Coordination Optimizing Compiler

w/Hardware Coordinated
ﬁ Design
Low-Power, High-performance
Reorganization Compilation Technologies
€ On-chip memory/cache optimization
@®Register optimization (less spillage)

@ Architecture/profile driven
compilation

object co@

profile

NIA

DD




Cmeta >

MegaScale Overview (3)

n = @parameter
FOR n

compute (n*n) ;
end; end;end

MegaScript /FT Middleware
S soft failure detection RIZ2N

checkpoint optimizatiq

</

\_ TTT]

¢

Gen. Static perf. model

)
( Task code static perf. analyzer ) @ime m@
( Perf. profiler )

Cobjec

p BranchAndBound.exec (

HugeSim, [10000,...])

R

C

Task scheduler

>
) OQ



MegaProto Design Objectives (1)

 MegaProto Objectives

- Project Claim Low Power, High Density
=» MegaProto as Proof of Concept

— As testbed for middleware R&D

e Low-Power, High-Performance Compilation,
RI2N Dependable Networking, Advanced
Cluster Fault Modeling/Detection/Tolerance,
MegaScript Grid programming

- How do we design a prototype ASAP?



MegaProto Design Objectives (2)

 Target Power & Perf @ (19" x 42U)
- Total Power 10KW
- Peak Performance 1TFlops
Perf/Power

S x 10

e How do we scale to 1PFlops
- Asis 10MW = Within Reason

- X10 improvement 1MW => Common
Computing Center



MegaProto Design Objectives (4)

« CPU 1GFlops/ /W

140MFlops/W
- System 15W 66MFlops/W
- Rack 10KW 10KW/15W 660 proc

- 1U board 16~24 proc

e 16proc 16 x 42U 672 MFlops @ 10KW
e 24proc 24 x 42U 1008 MFlops @ 15KW

e Plan for x2 improvement in
perf/power



MegaProto Computing Element

V1 TM5900 )

0.9GFlops@8W
[1112.5MFlops/W

/\/2 Effecion TI\/I8000

\L2C=512KB K
|

2.4GFlops@8W 3 --"
[0 300MFlops/W : 2 -
\ L2C=512KB~1MB |

256MB SDRAM
512KB flash

HOPE

HOPE




MegaProto System Layout (1U)




MegaProto System Layout (Rack)

EbE
swW
#1

\#—=
\_ 15GFlops@300W

627GFlops@12.6KW



MegaProto System Layout
(Multi-Rack)

-~ || P

intra-node network #1
[ N B M J
intra-node network #2

627GFlops@12.6KW

"4




MegaProto 1U Block Diagram

serial
USB

MM
ST TM5800
Flash 1/0 I /F
RTC 100MbE
SW

]

22’('5'\“28 TM8000
Flash 100MbE
RTC | [ PCIX GbE I/F
LObE MUShE 1/F
o
: X16
22’('5'\“28 TM8000
Flash 100MbE
RTC | [PCIX

1GbE

GbE 1/F
IHGbEI/F

X16

X16

SW

SW



















Current Status (1)

e MegaProto#0
- (TM5800@933MHz 2 x 1GbE) x 16
15GFlops@300W (50MFlops/W)
- uplink 8 x 1GbE) x 2 32Gb/s per 1U
— Fabrication by IBM Japan

- March 2004 Initial 2 Units (32 PE) just
delivered! = used initially for compiler
development



Current Status (2)

e MegaProto#1~2 @ PY2004~5
- (TM8000 2x 1GDbE) x 16
DGFlops@300W (100MFlops/W)
1L.3TFlops@13KW/42U-rack
- #1@PY2004 16U 256PE
- #2@PY2005 32U 512PE



Summary: Towards National Grid

Infrastructure
e National HEC Infrastructure for the 21st

G4 EHE

......

AllEHEE

2002-3
Titech Campus Grid+lab

~2000CPUs, 3-4TeraFlops
130 TeraBytes

16 sites on Campus
SuperTITANET (1-4Gbps)

AP

Okayama

2003-7
National Research Grid
Infrastructure Project

10K-40K CPUs, 100-200
TeraFlops total

| -—

WL EL S D HE K

EEFHREET S
i o S S AT by EP P

e i
56
20 &7

National Grid Infrastructure
(speculated)

»100 TeraFlops per Center

»> 100,000CPUs, >PetaFlop
10 Univ. Centers Nationwide
(Next Generation SuperSINET)

»Focus on and Grid R&D

4-6 campuses, SuperSINET as plateaus towards ES

(10-40Gbps)



High Performance Computing
and Grid In Asia

Submission deadline
- January 31, 2004
— No automatic extension

Conference
- July 20-22, 2004

Venue
— Omiya Sonic City, Tokyo Area, Japan
- by 20-30 min train from major terminals
in Tokyo
Sponsor

— High Performance Computing SIG,
Information Processing Society of Japan

— Co-sponsored by IEEE CS Japan Chapter




