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COMPUTATIONAL SCIENCE AT THE UNIVERSITY OF CHICAGO

Summary 

At the request of Mr. Stuart Rice, Dean of the Physical Sciences Division (PSD) in September 1993, our committee investigated the possibility of initiating a Committee on Computations in Science (see Appendix A for the committee's composition). This report is the result of our deliberations. Our conclusions are, first, that both intellectual and instructional justifications for such a Committee exist (and have been recognized to exist for some time); second, that such a Committee can play an important role in bridging the computational interests not only within the PSD, but throughout the University; third, that one can construct a Committee curriculum which fulfills perceived needs of both undergraduate and graduate students within the PSD; fourth, that such a Committee will require a number of new appointments, initially  primarily at the junior ranks; and fifth, that a number of future possibilities exist to further strengthen the computational sciences at the University, including an undergraduate concentration in computational sciences, involvement of the biological and social sciences, a professional MS program in computational sciences, and a joint MBA/MS professional program between the Business School and the PSD.

1.
Preamble 

Computation has come to play an increasingly important role in the conduct of mathematics and science. The synergy between computation and discovery is not, in itself, anything new -- pencil and paper computations have always complemented physical experiment and observation as a means of forming conjectures.  Gauss, surely one of the greatest of mathematicians, was noted for his thorough testing of conjectures by calculation. What is new is the scale of computation that can be undertaken with even modest computer hardware. In some cases this has blurred the distinctions between theory, observation, and experiment; it can even with some imagination be said to verge on transforming observational/theoretical disciplines like geophysics and astrophysics by introducing a previously inconceivable level of experimentation.

The intellectual fervor surrounding computations in science cuts across disciplines. It nonetheless could be argued that if computation is important to an area of inquiry covered by a traditional University department, then such departments will find it in their interest to foster computational activity through traditional departmental channels. There are various reasons why this does not seem to be happening at any great rate -- the most prominent reason is most likely that, because computations are, from an intellectual point of view, viewed as an ancillary (albeit essential) activity in the existing departments, appointments in this area will be necessarily of secondary priority in an era of sharply circumscribed resources. Thus, whereas computational science is certainly being pursued within existing University departmental structures, there is little common intellectual focus, and most certainly a distinct lack of ``critical mass" in this area of science. This absence of ``critical mass" has in fact already had damaging consequences, including both missed opportunities in recruiting new faculty and loss of existing faculty. Computational Science thus exemplifies many of the reasons why the University has traditionally valued its ability to respond to intellectual opportunities outside existing departmental intellectual traditions by constructing ad hoc interdisciplinary structures. Therefore, we feel it is highly desirable to foster a strong and focussed intellectual activity in computational science  by creating a Committee on Computations in Science.

2.
The Specific Needs 

A Committee on Computational Sciences will fill a number of strongly felt needs at the University:

2.1
At the present time, the University does not provide a coherent program of instruction in the computational sciences at either the undergraduate or graduate levels. A program of courses ranging from basic programming skills to numerical algorithm design (see Appendix B) would provide the core academic focus for the Committee.

2.2.
The University has a very poor record for tying its computational infrastructure to its research programs; and does not have a focussed means of disseminating advances in computing to its various academic units. Computing at the University is essentially entirely distributed; and there is no venue for a broad exchange of ideas in this area of research. As a result, computational advances developed (or understood) in one part of the University are rarely shared with other academic units. In large part, these deficiencies have arisen because there is no academic focus for computational activities on campus, e.g., because there is no academic unit taking responsibility for providing such a focus. Crucial missing activities include seminar programs designed to encourage cross--fertilization of computational ideas, methods, and methodologies between disciplines. The Committee would serve as the focusing element for such cross--disciplinary efforts.

2.3.
The University's graduate program does not have an appropriate ``home" for students with a primary interest in computational sciences. The existing departments (quite rightly) focus their training activities primarily on the core areas of their disciplines, and none has identified computations in and of themselves as one of their core activities. The Committee would serve as a natural home for students whose primary interests lie in computations. By means of joint admissions programs, such a Committee could also serve the not inconsiderable number of students whose interests span from the ``traditional" disciplines (such as physics and chemistry) to computations themselves.

In summary, a Committee on Computational Sciences is desirable on the grounds of common intellectual interests, shared resources, and synergy; and would serve the broad interests of not only the Physical Sciences Division, but also of the College, and the other University Divisions.

3.
What would a computational science program look like?

3.1
Overview

There is general agreement that a good computational science program would share many elements of a good applied mathematics program. In fact, applied mathematics as a discipline is driven by the desire to provide answers to mathematical questions arising in the sciences; these days, many such questions involve significant computation. ``Computation" need not mean large--scale computation. Indeed, we do not envision a primary emphasis on the kinds of problems involving the very biggest computers, or which push the limits of extant hardware. Often, intelligent program design and algorithm development can make the difference between taxing the biggest ``iron" and running the calculation on a workstation.  It might be thought that such problems would fit naturally within the mission of the Computer Science (CS) department, but what is needed to address these questions is a program which is inherently inter-disciplinary. It is essential that the Committee have strong ties both to the applied mathematics program and to parts of the Computer Science department; but it is just as important that it have an intimate involvement with the non-mathematical sciences departments.

It must be emphasized that the endeavor has no chance of success unless substantial resources are committed. The plan proposed here involves a commitment of the equivalent of 3 positions from existing Divisional resources, and the equivalent of 3 new positions in the Division. Thus, we propose that the heart of the program would be a number (around six) of new, initially primarily junior, faculty appointments with interests that span departments, together with a roughly equal number of people presently on the faculty. Each new faculty member would have half an appointment in an existing Department and half an appointment in the Committee. Thus, the 6 new half appointments from Departments would represent standard departmental and divisional commitments (and therefore would require no new University resources), and the remaining 6 halves would represent new University positions. (At its inception, the Committee would of necessity consist solely of current faculty members; these should be persons whose research actively reflects the research purposes and educational goals of the proposed Committee.)  It is furthermore essential that at least one of the new appointments be of a prominent senior scientist whose primary intellectual interests lie in the computational sciences; this appointment is crucial in order to provide first-rate leadership of this effort, and was identified by the Review Committee for the Mathematical Sciences (appointed this past year by Dean Rice) as an essential component of a new effort in computational sciences.

It is important to realize that the number of proposed new appointments is truly a lower bound if the Committee is to realize its goal of broad Divisional representation; this goal of scientific breadth is not a matter of political expediency, but rather lies at the heart of the intellectual justification for the proposed program. With a significantly smaller number of appointments, the Committee is very likely to simply devolve into an adjunct of one of the mathematical sciences departments, a development which few in the PSD would support because it would then be unlikely that the broad intellectual goals outlined above would be fulfilled. In its initial stages, we envisage that the intellectual interactions would be primarily within the Physical Sciences Division (e.g., joint appointments with Departments in the PSD), but it will be very desirable to forge links with Biological Sciences, Social Sciences, and the Business School (see further below). Given the core mathematical nature of this program, it will also be important to make at least 1 senior appointment with a mathematics perspective (presumably primarily in the area of numerical analysis). All of us on the Committee can think of many individuals who would fit into a program of this type, and who would enrich the intellectual life of the University.

The proposed structure has several features that make it well suited to achieving its goals. First, it is appropriate to the nature of the subject. While computational science as a whole shares elements of common perspective and numerous common themes, the most important and creative advances come from work on specific questions of disciplinary scientific interest. Thus, this structure entails the judgment that a potential appointee has made creative contributions to a scientific discipline at a level commensurate with that expected at the University, and has done so in a manner that involves the application of computational and/or mathematical methods to scientific problems. This will ensure both the proper level of scientific quality and the development of a coherent group that will further the development of the application of scientific computation and analysis to basic scientific questions at the University. Hiring 6 new faculty, together with the present few faculty we have in this direction, will give the University a critical mass for a high quality, organized, effective program capable of carrying out sustained research and educational programs. Second, the commitment of normal departmental and divisional resources reflects the scientific importance that the departments and the division believe this Committee would represent. This type of structure has been highly successful for programs in mathematical and computational applications to science at other leading institutions.

Recommendations to the Dean for new appointments in the Committee would be made by both the Committee and the relevant Department (see Section 4 following for further details). The initiative for an appointment could come from either the Committee or the relevant Department. An essential ingredient for the success of this Committee is breadth in its appointments. Success is contingent upon several departments being willing to actively proceed with suitable candidates for joint appointments with the Committee. 

As already mentioned, these appointments would be supplemented by (existing) faculty associates within individual departments, as well as at Argonne. In the latter case, adjunct appointments of Argonne scientists involved in computations, as done currently by the Computer Science Department, might also be appropriate; such appointments would also cement the relations between the large--scale computing activities at Argonne to University activities in such areas. Links within the University would be further cemented by jointly advised graduate students (admitted either via individual departments but with a Committee association, or via a separate admissions program), and by a community of postdoctoral fellows. The Committee would have the important function of managing a cross--disciplinary seminar program in computational sciences. To give the program a ``heart," it is essential that space be set aside as a home for the program. This space would include offices, seminar and lecture rooms, and workstation facilities.

3.2
Computing Infrastructure

It is generally agreed that purchase of a supercomputer-class machine is neither necessary nor desirable for the success of the program. However, some effort at building and extending computer infrastructure will be needed, including in areas currently under discussion by the PSD and the University Computing Organization (UCO). This would include workstation and graphics clusters (including a more permanent home for the University's computer visualization and graphics effort), a network of high powered workstations or multiprocessor servers for experimental computations, and centralized mass storage.

An important aspect of creating a viable program is provision of matching funds to assist faculty in purchasing hardware through research grants; this has proved to be both highly desirable (for attracting faculty, and for maintaining state-of-the-art infrastructure) and cost-effective (by leveraging limited University funds). The program could also serve as the Divisional focus for the system support personnel already planned for, whose mission is to smooth the business of installation and maintenance of workstation--class computers.  Some economies might be possible by integrating these activities with related activities now carried out by other Divisional units, including especially the existing Computer Science computing servicing infrastructure. It should be recognized that such an infrastructure is not static; it will require continual enhancement.

3.3
Degree-Granting Status

Should the program grant degrees? Our current feeling is that the program should not initially admit its students through separate channels or grant degrees. Thus, in the initial stages, graduate students should be obtained through the normal departmental admissions process, and there should not be an undergraduate concentration; however, courses should be developed at both the graduate and undergraduate levels to meet the needs identified earlier. At this level of academic involvement, we anticipate that Departments will already find the Committee to be an important recruiting tool.

However, once the Committee becomes more fully staffed, it will be essential to initiate a Committee--sponsored graduate program, which is closely tied to existing graduate programs within the Division. Thus, we urge that the Committee be structured so that its eventual graduate program entails cross--listing of graduate courses with Divisional departments, and allows for students to be admitted to both joint Departmental/Committee graduate studies as well as to a graduate program contained entirely within the Committee itself. It is important to retain this flexibility because, as experience with the applied mathematics program at the University has shown, students motivated to enter studies in computational sciences may often have little interest in the intellectual pursuits defined by the existing departments, and therefore little motivation to pursue graduate programs largely defined by these academic units.

Because the Committee will have a curriculum (see below), and because graduate students will be needed to provide teaching assistance, it is essential that the Committee have Teaching Assistants assigned. The combination of these TAs and Research Assistantships funded by grants and contracts will provide the funding base for supporting the graduate student program. Some thought might be given to also initiate Instructorships, much  in the spirit of Instructorships in the Department of Mathematics;  such Instructorships -- if highly selective -- can prove to be a powerful recruiting tool for outstanding young researchers.

3.4
Curriculum

It is evident that the program must have a formal curriculum. In the early stages of operation, we expect that such a curriculum will be largely focussed on providing the ``nuts-and-bolts" course work (both graduate and undergraduate) now essentially missing from the University's course offerings: courses in numerical analysis, methods of computer programming, etc. (cf. Appendix B). However, as the program builds, it is clear that a coherent and regularly offered body of courses will be essential, but this curriculum should be allowed to emerge on its own. In any case, it is highly notable that at present, it is not possible to regularly staff the minimal curriculum outlined in Appendix B using our existing faculty.

4.
Getting the Committee Started 

Because of the highly interdisciplinary nature of this program, and the strong need for maintaining this inter--disciplinary character, the initial selection of Committee faculty is a critical step. This is especially so in this case because, unlike most Committees at this University, this Committee will not simply involve appointment of already existing University faculty, but will rather focus right at its outset on the recruitment of new faculty. Because this new faculty will need to be appointed within the already--existing departments as well, it is clearly essential that the appointments committee be very broadly based, with strong representation from all those departments which are likely to put forward candidates -- in other words, from all Divisional departments. Thus, we suggest the following (obvious) path:

An appointments committee for the Committee on Computational Sciences is formed. This committee might well be simply composed of already existing Divisional faculty who will have joint appointments within the Computing Sciences Committee.

1.
(a) The Committee develops, and approves, an initial list of candidates; (b) in addition, individual PSD departments may also initiate the development, and approval, of possible candidates.

2.
The candidates are then brought to the appropriate departments for possible consideration, via the normal departmental appointments process (in case 1(a)); in the case of 1(b), the departmental candidates are brought to the Committee for consideration.

3.
Candidates approved jointly by the Committee and the appropriate departments are brought to the Dean of the Division for consideration, as in the case of the normal Divisional appointments process.

The actual appointments process will clearly involve considerable iteration between steps 1. and 2. above, which are only clearly separable on paper; this process is similar to that which is now in place for joint faculty in the Research Institutes and PSD departments. Furthermore, as the Committee develops its core faculty, we can expect them to take on the leading role for further appointments. However, since most of the new appointments are likely to be junior appointments, it will continue to be important for senior faculty associated with the Committee to be centrally involved in appointments matters.

5.
Future Developments 

A program of the sort envisaged here is clearly not a static structure, but will evolve as its participants become active in charting its future. In this section, we consider a few of the possibilities for the future development of the Committee's programs.

5.1
Professional MS program.  As pointed out by the Committee on Argonne National Laboratory/University of Chicago Relations, the University might well consider developing a program leading to a professional MS degree in computational sciences (possibly given jointly with one of the mathematical sciences departments, e.g., Computer Science, Mathematics, and Statistics). It is already not uncommon to find graduates of our Ph.D. programs in the physical sciences entering the job market as mathematical analysts -- the need for mathematically-trained and adept graduates willing to adapt to a primarily business (as opposed to an academic) environment has been evident for some time. However, at the present time, departments within the PSD do not train their postgraduate students for such career paths. The Committee envisioned here might provide a well-suited environment for a professional program for computationally oriented postgraduates. One interesting possibility is a joint MBA/MS program conducted with the School of Business, where there already exist faculty with considerable computational interests and expertise.

5.2
Dual Degree Program.  A Ph.D. from the University does not  at present indicate broad training in scientific computing. Even if the thesis involved calculation, the primary focus will normally not  be computation. However, a program that resulted in some Ph.D. students at the University earning, in addition, a master’s degree in scientific computing may be useful as a means of certifying training in this area.  Programs of this type currently exist in the Departments of Statistics and Computer Science.

5.3
Undergraduate Concentration.  We argued above that in the initial stages, it would not be appropriate to start an undergraduate concentration program in computational sciences. However, as the Committee develops its (primarily) graduate curriculum, this argument may need revision, especially as ties grow to academic disciplines not within the Physical Sciences Division. For example, a concentration based on this Committee might be well suited for undergraduates considering concentration in one of the mathematical or physical sciences, but who do not  envision going on to a more “traditional" (i.e., graduate) academic career.

Appendix A: The Study Committee
P. Constantin, Mathematics 

J. Cowan, Mathematics/Neurology 

T. Dupont, Mathematics/Computer Science 

K. Freed, Chemistry 

L. Kadanoff, Physics/Mathematics 

C. Kenig, Mathematics 

N. Lebovitz, Mathematics 

J. Light, Chemistry 

E. Martinec, Physics 

R. Pierrehumbert, Geosciences 

R. Rosner, Astronomy (Chair)  

M. Stein, Statistics  

Appendix B: “Strawman" Course Outlines

The philosophy underlying the curriculum described below is that the Committee both teaches the fundamentals necessary for intelligent computing and provides “entry points" to application-specific computational methods. Insofar as it is possible, fundamentals are taught with a broad view toward the possible applications, so that students are exposed to the wide variety of scientific disciplines that use similar computational methods.

As the curriculum of the Committee develops (in concert with the development of its faculty), the course offerings will naturally evolve to reflect the interests of the active faculty involved with this program. 

CCS 210: Practicum in Basic Computing. 

The aim of this laboratory course is to provide an introduction to modern network computing. Topics range from the nitty-gritty of working on the internet and using network resources (viz., using Mosaic, gaining access to digital libraries, data bases, and subroutine libraries), to learning about modern compilers and modern visualization software (viz., IDL).

Prerequisites:  none 

CCS 240: Introduction to Symbolic and Scientific Computation 

The students in this course will become skilled in the use of a state-of-the-art symbolic computation package, such as Maple or Mathematica, in problem-solving for the physical sciences. While this course is directed to undergraduates, it may be of value to some graduate students and faculty as well. The emphasis of this course will be on developing strategies for mathematical modeling of physical systems, and on using the available programming and graphical tools to implement solutions. Examples will be drawn from queuing problems (viz., traffic flow), wave propagation (viz., construction of dispersion relations), control theory and dynamical systems, etc.

Prerequisites: multi-variable calculus 

CCS 300 301: Fundamentals of Scientific Computing. 

This is a two--quarter sequence designed to provide a broadly useful set of skills needed in scientific computing. These courses are prerequisites for several other courses; because of the diversity in backgrounds that is to be expected, a set of exams (written and computer-based) will be provided to allow students to “pass out" of one or both of these courses. Each course includes a substantial laboratory component.

All students need to become competent at programming in at least one standard language. At this point, C++ is the suitable choice; this is a fairly strongly-typed language with rapidly growing acceptance in the scientific computing community. It is important that instructors in later courses be able to assume that the students know some particular language so that course materials can be prepared using that language. The students will also find it necessary to read, modify, and interface with programs in other languages, especially C and Fortran; practice in this will be included at this level. Learning to program well is very much like learning to write prose well; it requires thoughtful reading of good examples, and having one's own efforts examined and critiqued by others. This course will also introduce basic, broadly useful data structures such as lists and trees, and it will deal with fundamental problem solving techniques such as divide-and-conquer and recursion.

Students in scientific computing need to learn many techniques of numerical computing, and these courses serve as an introduction to this area. The problems used in teaching the programming techniques will frequently be drawn from numerical approximations of physical systems. One should not expect in two quarters to cover every basic useful technique; rather, a sample of methods will be dealt with. A particularly important theme will be error estimation, since this is crucial to reliable computing. Some of the topics covered are

· approximation of functions, derivatives, and integrals;

· introduction to Fourier methods;

· introduction to numerical linear algebra;

· introduction to the numerical solution of ordinary differential equations, including stiff equations;

· examples of approximation of solutions of partial differential equations.

Just as it is valuable for instructors in later courses be able to assume competence in a specific programming language, it will be very useful for the students to have a core set of other computational skills as well. In a UNIX workstation environment the students will become familiar with a widely available graphics package, such as IDL. They will learn about popular libraries of numerical routines, such as Numerical Recipes, and some of the valuable collections available on netlib (e.g., LAPACK, EISPACK).

Prerequisites:} multi-variable calculus 

CCS 310, 311, 312: Applicable Mathematics.
These courses cover a combination of analytical and numerical techniques of classical applied mathematics. Topics include asymptotics, complex variables, and an introduction to partial differential equations. The intended level of this course sequence is exemplified by Bender & Orzag.

Prerequisites:  CCS 310: CCS 300 (at least concurrently)

Prerequisites:  CCS 311:} CCS 310, CCS 301 (at least concurrently)

Prerequisites:  CCS 312:} CCS 311 

CCS 320 & 321: Numerical Solution of Differential Equations

This two-quarter sequence provides a hands-on treatment of the basic approximation processes for ordinary and partial differential equations. The focus is on the general ideas underlying numerical computations; the key issues of accuracy, stability, and consistency will play an important role in our discussions. There is a substantial laboratory component.

Methods for the numerical solution of ordinary differential equations and differential algebraic systems are studied; an emphasis on error control through adaptivity is basic to this work. Techniques for recognizing and coping with stiffness in such systems are illustrated.

We will study and compare methods for solving elliptic, parabolic and second-order hyperbolic equations, which are used to compute solutions in two dimensional (or two dimensional plus time) problems. Because the computed solutions are approximate, error estimation for each method is important for reliable computation, so it is discussed here; this topic is well understood in some situations and not in others. The optimal choice of computational method often depends on the nature of the sought-for solution: For example, if one seeks smooth solutions for fluid problems, then spectral methods usually prove to be effective; in contrast, if solutions with considerable discontinuities (e.g., shocks) are sought, then finite-difference Godunov schemes are preferred. Finally, fractional step methods, which are used to solve system involving various physical effects with very different characteristic time scales, will also be studied; in this context, we also discuss implicit vs. explicit schemes.

The computational techniques taught in this course will be placed into specific contexts typical of their use in a variety of scientific disciplines: hydrodynamics, quantum mechanics, many-body problems, .…

Prerequisites:  CCS 300, 301, a first course in PDE's

CCS 325:  Numerical Linear Algebra 

In many computation-intensive processes linear algebra is the bottleneck. Frequently it is a quite small part of a program, but takes a majority of the effort. In this course, we study

· solution of dense linear systems 

· least squares methods

· eigensystem solution

· iterative methods

· general sparse matrix manipulation

A particular focus will be on typical practical problems encountered in research situation, viz., handling very large, but very sparse matrices.

Prerequisites:  CCS 300, 301, linear algebra (viz., Math 251) 

CCS 327:  Introduction to Numerical Optimization
A one quarter course on

· linear programming

· quadratic programming

· constrained nonlinear minimization

· solution of nonlinear equations

The course will also focus on typical applications, including such topics as inverse problems (viz., inverse scattering, remote sensing) and variational computations. 

Prerequisites:}  CCS 300, 301 

CCS 330:  Statistical Methods in Computations

Discusses the wide variety of statistical techniques in common use in computations, including statistical data analysis methods such as bootstrapping (which are based on re--sampling) and simulation methodology (viz., Monte Carlo methods). Examples can be drawn from essentially all of the PSD disciplines, including astronomy, chemistry, geophysics, and physics. This course would necessarily be at a somewhat lower level than corresponding courses taught in Statistics (e.g., Statistics 357, 378, etc.).

Prerequisites:  CCS 300, 301 

CCS 340:  Applied Network and Operating Systems 

Deals with the issues which are or soon will be of interest to those administering small collections of workstations connected to the global network.

Prerequisites:  CCS 300, 301 

CCS 400:  Special Topics in Scientific Computing
This is a full-year (3-quarter) sequence of courses which draw on the research experience of the instructors to develop specific topics in scientific computing. Instructors will be drawn from throughout the University; the aim is to illustrate through direct research experiences the broad range of applications of computational mathematics. One interesting teaching technique is to construct this course as a sequence of ``mini-courses," each ranging in length from one or two weeks to a month; each mini-course would have a different instructor, and include topics such as

· astrophysical fluid dynamics (convection, reactive flows, shear flows, stellar structure, ...)

· computational chemistry (constructing small vs. large molecules, ...)

· feature recognition

· wavelets in image processing

· inverse methods for stellar and geophysical seismology

· inverse scattering techniques

· laboratory convection (Rayleigh-Benard, slot convection, boundary layer dynamics, ...)

· lattice methods

· mathematical biology (ecology and epidemiology on lattices, discovering correlations in gene sequences, dynamical diseases, pathological brain states, ...)

· molecular dynamics 

· n-body problems (in chemistry, condensed matter, astrophysics)

· neural networks (incl. applications in detecting correlations in large data bases, combinatorial optimization, signal processing, image and speech recognition, adaptive optics, prediction and filtering,...) 

· queuing problems

· visualization (a projects course, dealing with the practical problem of how to visualize 3-dimensional, time-dependent scalar and vector fields)

Prerequisites:  CCS 300, 301 

Cross-listed Courses
Several of the existing departments teach courses which are directly relevant to this Committee; many are not offered every year. The following list illustrates such courses, which presumably could be cross-listed:

Biological Sciences 267:  Simulations and Modeling in the Biological Sciences. 

Computer Science 217:  Symbolic Programming. 

Computer Science 270:  Theory of Algorithms

Computer Science 291:  Computer Graphics

Computer Science 336 337:  Parallel Programming. 

Computer Science 370:  Geometry and Linear Programming.

Geophysics 235:  Introduction to Inverse Methods. 

Geophysics 302:  Hydrodynamics Stability Theory. 

Geophysics 351:  Geophysical Fluid Dynamics I: Fundamentals.

Geophysics 352:  Geophysical Fluid Dynamics II. Glaciology.

Geophysics 354:  Geophysical Fluid Dynamics IV. Large-Scale Atmospheric Motions. 

Graduate School of Business 472:  Linear Programming and Extensions. 

Graduate School of Business 473:  Nonlinear Programming.

Mathematics 415:  Introduction to Mathematical Biology I. 

Mathematics 416:  Introduction to Mathematical Biology II. 

Physics 331:  Mathematical Methods of Physics. 

Statistics 320:  Bayesian Statistics. 

Statistics 346:  Multivariate Methodology and Data Analysis. 

Statistics 351:  Incomplete Data. 

Statistics 355:  Statistical Genetics. 

Statistics 357:  Resampling Methods. 

Statistics 377:  Simulations and Monte Carlo Methods. 

Statistics 378:  Statistical Computation. 

Statistics 392:  Spectral Methods in Statistics> 

