SSP Application Computing Needs Survey

v1.0

This survey is designed to help answer questions for a number of reasons:

· To facilitate the dialogue between the applications and CS groups in SSP.
· To help understand and detail requirements for the SSP hardware and software.
· To identify key national scientific advances that SSP must enable.
Your answers will be used to develop plans for SSP and may also be used to describe the motivation for SSP.

Feel free to answer “I don’t know” or “not applicable”, or to provide other key information that you think may be helpful.  Partial answers are more helpful than no answers at all.
Please send your responses and any other info via  email to Remy Evard – evard@mcs.anl.gov
Project name:

PI(s) name, email, phone:

Date:

Current  Information

1. Please give 2-3 sentences describing your application.  Include a URL to a project page if you have one.

2. How does it relate to other SSP application groups?

3. What high performance computing systems does it run on now?

4. Please characterize those systems:

· How many processors?

· How much memory per processor?

· How much memory total?

5. What fraction of the theoretical peak of a single CPU do you attain? 

6. What fraction of the theoretical peak of the total number of processors used do you attain?

7. What kind of wall-time based speedup factor does your code get on this many CPUs?

· 32

· 64

· 128

· 256

· 512

· 1024

8. What languages, libraries, tools, and PSEs do you use to develop your application?

9. What tools do you use to debug your application?

10. What tools do you use to profile your application?

11. Are there any other languages, libraries, or tools that you need that you are not currently using?

12. What are the performance bottlenecks in your application?  (For example – latency of cache to CPU, or CPU to CPU latency, or available memory, …)

13. Which of these is the most important (i.e. which would you fix first)?

14. What size of L1/L2 cache would be necessary for most memory references to fall in the cache?

15. What happens during a standard run, and how long does it take?

16. How much total disk space do you need during a run?

17. How much total archive space do you need?

18. Do you run your application across multiple computers or sites?

19. If so, what are your networking requirements in terms of bandwidth and latency?

20. What else should we know about your application?  (In terms of SSP planning.)

21. If you have any helpful slides for us to reference, please include them in your response to this survey.
SSP-Class Machine Information

· The SSP hardware strategy is not yet final, and in part depends on the answers to this survey.  However, if it helps, you should think about the SSP machines in systems of roughly this size.  Assume that these will be collections of SMP machines.  These numbers are the theoretical peak rating of the machines.

· 1TF

256GB total memory

FY 2000 

· 10TF

2.5TB total memory

FY 2001

· 60TF

15TB total memory

FY 2004

1. What percent of the theoretical peak of these machines do you think you could attain?

2. What are the most important factors that affect the sustained rate that you are able to achieve?

3. What are the aggregate memory, disk storage, disk transfer rates, and archival storage needs for each of these configurations?

4. At these machine sizes, how sensitive will your algorithms be to: 

· latency of cache to CPU

· CPU to CPU communications latency

5. Which of these latencies is the most important to improve?

6. How much disk space and archive space do you anticipate needing for each of these configurations?

7. Are there any other aspects of a machine’s configuration that are critical to your application?  (For example: parallel I/O, local disk performance)

8. What are the discrete, specific scientific thresholds that you can attain at each of these performance rates?   As we are looking for compelling arguments and important target machine configurations, qualitative sound bites would be very helpful.

9. In terms of sustained TF, where is your point of diminishing returns (in other words, how big is big enough), and what are you able to do at that point?

10. What will your wide area networking requirements be?

11. Are there any particular machine optimizations that you know of that you would recommend for SSP machines?

