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GridFTP: Protocol Extensionsto FTP for the Grid

1. Satus of thisMemo

This document is an Internet-Draft and isin full conformance with al provisions of
RFC2026.

itsworking groups. Note that other groups may also distribute working docurpents
Drafts.

replaced, or obsoleted by other documents at any time) It isinappragprige to use Internet-Prafts as

http://www.ietf.org/shadow.htn| . P

The key word$ "MUST" |{'§-IALL NOT", "SHOULD",
in this document are to be

cribes the GidFTP protocol. This protocol combines portions of RFC 959
“HLE $FER PROTO

“Fe egotiation mechanism¥or the File Transfer Protocol”, an IETF draft “FTP Extensions’,
angd seyeyal additional pJ(op% extensions. This combination of features will allow secure, fast,
liCi ensible data transfer and data access.
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5 to\distributed datais typically asimportant as access to distributed
. Distri

stributeg scientific and engineering applications require:

data (terabytes or petabytes) between storage systems, and
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5.2.

to use multiple protocols and/or APIs, and it is difficult to efficiently transfer data between these
different storage systems.

We propose a common data transfer and access protocol called GridFTP that provides secure,
efficient data movement in Grid environments. This protocol, which extends the standard
protocol, provides a superset of the features offered by the various Grid storage systems-currently in
use. We chose the FTP protocol because it isthe most commonly used protocol for data transfer 0
the Internet, and of the existing candidates from which to start it comes clo
needs. The GridFTP protocol includes the following features:

* Grid Security Infrastructure (GSI) and Kerberos support
* Third-party control of datatransfer

* Parallel data transfer

* Striped data transfer

* Partial file transfer

» Automatic negotiation of TCP buffer/window sizes
* Support for reliable and restartable data transfer
* Integrated instrumentation

Motivation
There are already a number g oresystems'n Q id cammunity. Thesestorag,esystems
have been-greated in responge tq sp ing 5sing large datasets. They each

stinct set of| req St icesfo their clients.

, Some storage systems (DPSS, HPSS) focus ¢n high-pérfofmance access to dataand
utilize parallel|data transgfer streary i ' ers to improveperformance.

Al er most of thesq age systems utilize incompatible, an often unpublishedprotocols for
: require the use of their own client libraries to accessdata. The use of

patible protocols and client libraries for accessing storageeffectively partitions the

jlable on the grid. Applications that require access to datastored in different storage




Internet Draft

W. Allcock, J. Bester, J. Bresnahan, A. Chervenak,
L. Liming, S. Tuecke

Document:draft GridFTP protocol ANL
Category: ? March 2001
Expires: August 2001 Page 5 of 21

One approach to breaking down partitions created by these mutually incompatible storagesystem
protocolsisto build alayered client or gateway which can present the user with oneinterface, but
which trandl ates requests into the various storage system protocols and/or clientlibrary calls. This

approach is attractive to existing storage system

support for a new protocol. But it also has significant disadvantages,including:

* Performance: Costly tranglations are often required
libraries and protocols. In addition, it can be challengi
another.

» Complexity: Building and maintaining a client or gateway that supports nu
work. In addition, staying up to date as each storage system independently €

exacerbated by the need to provide support for multip
etc.

It would be mutually advantageous to both stora

interoperability between all of these disparate sy$

providers because it does notrequire them adop

between the layered client and storage system specific clipnt
ng to efficiently transfer a dataset from one|storage systeni to

derable
i$ further

le client languages, sudg , shells,

ge providers and us
ems:.|a common—
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6. Overview

6.1. History

RFC 959 has an excellent review of the RFCswhich lead up toit. In this section, we review the
RFCs that have corrected, modified, or extended the FTP protocol since RFC 959.

RFC 2228: FTP Security Extensions

RFC 2389: Feature Negotiation for the FileTransfer Protocol

Draft: FTP Extensions

6.2. Terminology

Parallel transfer: From asingle data server, splitting filed

Striped transfer: Distributing afile's data over multiple independent data nodes, and t

connections.

Data Node: In a striped data transfer, a data node is one of the stri

of the stripe destinations sent in the S command.

DTP: The datatransfer process ishes\and manages the

PI: The protocol interpreter. T
server-Pl.
Features: A response from a gerver indicating it supportsja

RFC 2389.
Options: mmand to a server ng ternative be
6.3. |TheFTP Modd

dia for ftransfer over muiltiple data connections.

ing over multiple data
de destinations feturned in the SPAS cominand, or one

a connection. The DTP cgplie passive or act|ve.
implemented in a uger-P and a

ity. Thisisin accordance with

hislisin accordgnce with RFC 2389.

L~
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7. The Extensions

7.1. Summary

This section describes the extensions toRFC 959. These extensions consist of commands, optio
features, and anew mode. The commands are as follows:

SPAS. Striped Passive. This enables striping and parallelism.

SPOR:  Striped Port. This enables striping and paralleljsm.

ERET: Extended Retrieve. This enables server side processing on aretri

ESTO: Extended Store. This enables server side prgcessing on a stor

SBUF: Set TCP Buffer Size: Allows the TCP buffer size{to be set explicitly.

ABUF: Auto Negotiate TCP Buffer Size. Automatically determines the TCP buffer size.
DCAU: Data Channel Authentication. Enables authiantication on the dgta connection.

Feature resposes have been defined so that a client may determine if an jmpl tation supports these
commands. A new mode, EBLOCK, or extended block mogle has been defined tq support parallel jand

striped transfers. Also, new options TR command that allows parallel{sm and

L~
7.2.1. Sr
This ex 5 ersfor egch gripe of the data. To
simplifly i i :) tensions, the SPAS MUST only be done on a
control space serve?a that control connection.
The SH S port (which is not the default data port)
and to wai [ er theh initiating a connection upon receipt of a

transfe includes|aJist of host and port addresses the server is
listenin in conjunction with the extended block mode.

7.2.1.1.
The sy

7.2.1.2. esponses
The seyver-Pl xvill respond to the SPAS command with a 229 reply giving the list of host-port strings for
ther ver-DTP or user-DTP to connect to.

spas-response = "229-Entering Striped Passive Mde" CRLF
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1*(<SP> host-port CRLF)
229 End

Where the command is correctly parsed, but the server-DTP cannot process the SPAS request, it must
return the same error responses as the PASV command.

7.2.1.3. OPTSfor SPAS
There are no optionsin this SPAS specification, and hence thereis no OPTS co

7.2.2. Sriped Data Port (SPOR)
This extension isto be used as a complement to the SPAS command to implement)striped third-party
transfers. To simplify interaction with the parallel datatransfer extensions, R MUST anly pe
done on acontrol connection when the datais to be retrj from the fi|e space served by tha control
connection for athird-party transfer. This command MUST aways be used |n cgnjunction with the
extended block mode.

7.2.2.1. Syntax
The syntax of the SPOR confmand is:

SPOR 1*(<SP> <host-port>) <CRLF>

L~
poft sejuence in the command structure U?&\nat h the hostrport repliesto a SPAS

L~

ill tespond to the SPOR command with th response set as the PORT command
in the ftp| specificagtion

PTSfor $PAOR
0 options in this $POR i

L~

cation, and hence thereis no OPTS command defined.

d to allow server side processing to be done with a single round trip (one command sent to the
server instead of two) for latency-critical applications.
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7.2.3.1. Syntax
The syntax of the ERET command is

ERET <SP> <retrieve-npde> <SP> <fil enane>

retrieve-node ::= P <SP> <of fset> <SP> <si ze>
offset ::= 64 bit integer
size ::= 64 bit integer

The retrieve-mode defines behavior of the extended-retrieve mode. Then
specification, but others may be added | ater.

7.2.3.2. Extended Retrieve M odes

Partial Retrieve Mode (P): A section of the file will be retrieved from|the data server
offset and extent size parameters.

7.2.3.3. Responses

The response to the ERET command shauld be per RFC D59 for the RE]]

7.2.3.4.
There are no optigns in this ERE[T specification, and herice thereisno O

Th

R @

PTS

@e dedefL@ by this

ommand.

7.2.4.|Extended Store (ESTO)
The extended storejextension is
the server.

to\request th

7.24.1.
The format] of the ESTO conim

ESTO <SP> <st or e- node> <fi |l ename>

store-node ::= A <SP> <offset>

e

tign is defined by|the gtarting

L~

by command defined.

at aBtore|be done with some additional processing on

The stgre-mode/defines the behavior of the extended store. There is one mode defined by this
specifigatiopHut others may be added |ater.
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7.24.2. Sore Modes

Adjusted store (A): The datain the fileisto stored with offset added to the file pointer before storing the blocks of the file.
In extended block mode, this value is added to the offset in the extended block header, and may be a positive or negative
value. In block, compressed, or stream modes modes, the offset is added to the implicit offset of O for the beginning of t
data.

7.24.3. Responses
The response to the ESTO command should be per RFC 959 for the STOR com

7.244. Options

There are no optionsin this ERET specification, and hence there is no OPTS command defined.

7.2.5. Set Buffer Size (SBUF)
This extension adds the capability of aclient to set the TCRbuffer size for ent data comnegtions

to avalue. Thisreplaces the server-specific commands SITE RBUFSIZE, SITE RETRBUFSIZE, SITE
RBUFSZ, SITE SBUFSIZE, SITE SBUFSZ, and SITE BUKSIZE

7.2.5.1. Syntax
The syntax of the SBUF commandHs:

RN
sbuf = SBUF <SP> <buffer-size>

buffer-size ::= <nunber>

The buffer-sizevalueisthe T

egponse (

isabletq
enif the $
actualy

-Negotiate Buffer Size (ABUF)
This extensign adds the capability to automatically determine and set the optimal TCP buffer size
fof data connections.

7.2.6.1. Syntax
Theé syntax of the ABUF command is:




W. Allcock, J. Bester, J. Bresnahan, A. Chervenak,

Internet Draft

L. Liming, S. Tuecke
Document:draft GridFTP protocol ANL
Category: ? March 2001
Expires: August 2001 Page 11 of 21

ABUF <SP> <aut obuf f er - nrbde> <CRLF>

aut obuffer-node = A <initial-buffer> <m ni rum buffer>
<maxi mum buf f er > <t est - nsg- si ze>

initial-buffer ::= <nunber>
m ni mrum buf fer ::= <nunber >
mexi mum buf fer ::= <nunber >
test-nmsg-si ze ::= <nunber>

The autobuffer-mode defines behavior of the ABUF command. There is one mode defined by this

specification, but others may be added | ater.

7.2.6.2. Buffer Auto-Negotiation Modes

Negotiate based on a RTT and BW test (A): A new data connection will be establish
method. This command will close any previously-opened data ports oR the FTP server
network experiment isrun, the buffer sizes on each server will be-$et td the computed |
returned using the same responses as the SBUF message. The experiment will be run

negotiation is

1. open data channel with
2. send a 1 byte message
3. when the message arri
4. when response arrives
5. wh e arrives

7.2.7.
Thi
dal
us|

1.2.7.
TH

DCAU <SP> <aut henti cati on- nnode> <CRLF>

aut henti cati on-nonde ::= <no-authenticati on>
| <authenticate-w th-self>
| <aut henti cat e-wit h- subj ect >

no-aut hentication ::= N
authenticate-with-self ::= A

e standard PORT/PASV

s) infolved in the experiment. |After a
buffel size value. The value wil] be

fer size of the glata
the computed optimal buffer
nannel protpcol for this styfe of [buffer

>0f authentication to be performed on FTP
hen the control connection was authenticated
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aut henti cat e-wi t h- subj ect

subj ect-name ::= string

;= S <subj ect - nanme>

7.2.7.2. Authentication Modes

* No authentication (N)

No authentication handshake will be done upon data connection establishment

o Sdf authentication (S)

A security-protocol specific authentication will be used on theata channel. Thetdentity of
the remote data connection will be the same as the identity of| the user which authenticated to

the control connection.
*  Subject-name authentication (S)

A security-protocol specific authentication/will be used on the data channel. The identity of

the remote data connection MUST match the supplied subjegt-n ring.

ed Block Mode
d parallel data transfer methods described above require an extended transfer mode to
t-of -sequence data delivery, and partial data transmission per data connection. The

P sessions which ar¢ RFC 2228
must return the erroy response 432 (Data

L~

S commands {o alow for the negotiation
included in the FTP server's response to

R and SPAS commangs, thé RETR op 1'0/na and extended block mode as

wdl| as large blocks, and end-of-data synchronization. Clients indicate that they want to use
extended block mode by sending the command:
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MODE <SP> E <CRLF>

on the control channel before atransfer command is sent. The structure of the extended block
header is:

Ext ended Bl ock Header

Fome e eeeea e S e e e Fomem - e +
| Descri ptor | Byt e Count | O fset Count |
| 8 bits | 64 bits | 64 bits |
R R [-mmmmee e L e +

v

The descriptor codes are indicated by bit flags in the descriptor bytg. Six codes have been|assijgned,
where each code number is the decimal value of the/chrespondi ng bit inthe byte.

Code Meani ng
128 End of data bl ock is EOR (Legacy)
64 End of data block is EOF
32 Suspected errors in data bl ock
16 Data block is a restart marker
8 End of data bl ock is EQD for aparalel/striped transfer

4 Sender will close the data connection

i for aparticular b‘ocg As
led to the extendeetblock

nce of an unknown number

With this encoding, morg than one d

will mark the last block, or
in the extended block
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received all of the data. When the number of EOD messages received equals the number represented by
the "EOD Count Expected" field the receiver has hit end of file.

Simply waiting for EOD on all open data connectionsis not sufficient. It is possible that the receiver
reads an EOD message on all of its open data connects while an additional data connection isin flight:

connectionsit will use, but only a single EOF message may be sent to b
must be possible to aggregate the total number of data connections used|i itripes.
The 126 response serves this purpose.

Discussion of protocol change to enable bidirectional|data d emif

If the client is pasv, and sendingt0 a mu|ti-stripe seryer,|th creategtata connections
connections; since the client PORT pairs on the dat
connections with stripeson t nergare). it cannot reljably
determine which nodes to sef thejthird-party transfg case,

nisthat we need to know logical

L~

are in either
(stripes). Hostgin

on each SPOR |port| before the EQF\block is sent.

7.5. |Option
OptionStoRETR

The options dgscribed in this section provide a means to convey striping and transfer parallelism
informgtiorrto the server-DTP. For the RETR command, the Client-FTP may specify a parallelism and
striping mode it wishes the server-DTP to use. These options are only used by the server-DTPif the
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retrieve operation is done in extended block mode. These options are implemented as RFC 2389

extensions.
The format of the RETR OPTS is specified by:

retr-opts = "OPTS' <SP>"RETR" [<SP> option-list] CRLF

option-list =[ layout-opts";" ] [ paralel-opts";" ]
layout-opts = "StripeLayout=Partitioned"

| " StripeL ayout=Blocked;BlockSize=" <block-size>

parallel-opts = "Paralelism=" <starting-parallelism>","
<minimum-parallelism> " "
<maximum-parallelism>

block-size ::= <number>
starting-parallelism ::= <number>

minimum-parallelism ::= <number>
maximum-parallelism ::= <number>

L ayout Options

The layout option is used by the so

ispnewhergthe datais
ribution i§ ordered by the orde

-size defines the size of

estinati

data node to $end settions of the data filejto the appropriat]

D

nent follows:

bn the destination date/
cath data node. A data node is defined here a

fistributed ih round-robixy fashion over the destination
of the host-pﬁ? specifications in the SPOR
hl ocks to |be distributed.

d by the soupce data node to control how many parallel data connections
data node. This extension option provides for both afixed level
I@,the parallelism to the host/network connection, within arange. If the

S set, then the server-DTP will make starting-par allelism connections to
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8. Declaritive Specifications

8.1. Minimum Implementation

The extensions described in this document are designed to provide a data access and fransport
mechanism that is secure, fast, reliable, flexible, and extensible. However, not al applications

means, that in fact, none of the extensions described here are requir
implementation. Our recommendation for a minimum implementat
959 with the addition of the RFC 2228 Security extensions. Clear tgxt p
longer acceptable. We have listed the details bel ow:

Per RFC 959:

TYPE: ASCII Non-print
MODE: Stream
STRUCTURE: File, Record

COMMANDS: USER, S
COMMANDS: RETR

5ts must|accept the above

Perl RFC 2228:
DSJAUTH , ADAT, N

, STOR, NQORP (these go

ommendefl in RFC
rds simply are mo

angls with default yalues only)

RFC 859, FILE TRANSFER PROTOCOL (FTP), J. Postel, R. Reynolds (October 1985)

Commands used by GridFTP
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USER PASS ACCT CWD CDUP QUIT
REIN PORT PASV TYPE MODE RETR
STOR STOU APPE ALLO REST RNFR
RNTO ABOR DELE RMD MKD PWD
LIST NLST SITE SYST STAT HELP
NOOP P
» Featuresused by GridFTP
e Type:ASCII, Image e

* Mode Stream, EBlock
e Structure: File structure

* RFC 2228, FTP Security Extensions, Horowitz, M. and S. Lunt (Oct 1997)
* Commands used by GridFTP
« AUTH
e ADAT
e MIC
» CONF
« ENC
* Featuresused by GridFT
*  GSSAPI authentigation

L~

, Feature negotjation mechanism {or thg File Transfer Protocol, P. Hethmon , R. Elz

sed By GridFTP

L~

8.3. [Sequencing of Commands and Replies
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9. Security Considerations
Security isone of the key considerations for the grid and what makes FTP as defined by RFC 959
unacceptable for use today. GridFTP was designed with security in mind from the start and was, in
fact, the driving force that started this effort. While we will retain anonymous FTP, and supp:
the USER and PASS commands, we strongly discourage their use, particularly PASS. W

10. Known Issues

10.1. Unidirectional data transfer in EBLOCK mog
Currently if you are in eblock mode, PASV must be paired with ST RT must be paired
with RETR. In other words, the direction of the connection on the data channels must goffrom the
sending (RETR) to the receiving (STOR) side. Whilelthis works, it{raises the following issues:

2) Firewalls: It can help you traverse some firewalls more eagily to be able 1o set the direction to connect qut from
behind the firewall.

3) A mixture of partial gets/ ly requires twg hannel connettion

hisisless than ideal.

10.2. Order dependency hetween PAS Sand STOR/RETR:
in EBLOCK mod il beif #1 is/fixed, andisifyc@e

it will be = y 1o support partitioning and load balancing

stallations. A site should be able to|setup an arbitrary number of

[ hload balancing front end in

fSissimilar to the redirect

elasic proble ch1s the response sequence to the PASV
irection,|l need to know what file, URL, etc. is needed. In the

dependency. In order to issue the STOR/RETR, you must first
the server does not know what to return for the PASV until it receives

A new response should be defined for the PASV command: This response would a “delayed IP/Port”. This
response would indicate that the IP/Port information would be returned as an intermediate response in the
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10.3.

In order to amoritize the overhead of authentication and channel setlp, it isdg
existing data channels if multiple transfers are to be made to the same hgst:
not modifications are required to the protocol itself
FEATURES.

STOR/RETR command. Then when the STOR/RETR command is received, a decision can be made about the
ultimate host to form the data connection with based on the filename/URL provided. With this information now
available, IP/Port information can be provided and then norma STOR/RETR behavior can follow.

Redefine the state machine to allow PORT/PASV and STOR/RETR in any pairs, but unordered: fently,
the state machine is such that the STOR/RETR command knows that the data connection MUST alr exist and
therefore it can immediately begin transmission. If instead the state machine were redefined so t
TO BEGIN TRANSMISSION” were defined and that state was reached by receiving one each of [PORT/PASV and
STOR/RETR, then there would no longer be an ordering restriction.

Reuse of eblock data channels:

ireable to reuse
TheissueisWhether or
prt this, perhaps as ORTS pr

S

wrprder to supp

In order to get maximal efficiency when issuing multiple RETR/ER ds, in

addition to reusing the data 5 ipeli i IS.

That is, for example, whife the data i sti ' i puld

10.5.
Dq
da

10.6.

&J .
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In general, opaque restart markers passed via the block header should not be used in extended block
mode. Instead, the destination server should send extended data marker responses over the control

connection, in the following form:
ext ended- mar k- r esponse = "111" <SP> "Range Marker" <SP> <byte-ranges-list>

byte-ranges-list = <byte-range> [ *("," <byte-range>) |
byte-range = <start-offset>"-" <end-offset>
start-offset ::= <number>

end-offset ::= <number>

The byte ranges in the marker are an incremental set of byte ranges whic
the data server. The complete restart marker is a concatenation of all byte
111 responses.

The client MAY combine adjacent ranges received over severa range re
ranges when sending the REST command to the server to restart a transfier.

For example, the client, on receiving the responses:
111 Range Marker 0-29
111 Range Marker 30-89
may send, equivalently,
REST 0- 29, 30- 89

REST 0- 89

REST 30- 59, 0- 29, 60- 89
to restart thetransfer after thpse 90 byt have been rece

eceived in|multiple subsequent rgnde

L~

, if it isdping no processing of|th kers, MAY send redundant information

tended block mode transfer, an additional preliminary reply
nel. Thisreply is of the form:
= "112-Perf Marker" <SP> <timestamp> CRLF

<SP>"AllTransferred:" <SP> <bytes-transferred>
P> " AllConnections." <SP> <num-data-connections>
SP>"AllThroughput:" <SP> <throughput>
| <SP> "StripeTransferred:" <SP> <stripe-num>

<SP> <bytes-transferred>
| <SP> " StripeConnections:” <SP> <stripe-num>
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<SP> <num-data-connections>
| <SP> " StripeThroughput:" <SP> <stripe-num>
<SP> <throughput>
throughput = IF<digit> [ " 1*<digit> ]
The performance marker can contain any subset of the perf-line facts about the current performanc
state. (The types of performance data can/should be extended; perhaps an OPTS STOR should

thefactsare
* AllTransferred - Total amount of datatransferred for this file transfee£in bytes)

* AllThroughput - Aggregate throughput of the transfer over all dgta stripes (in bytes/seqond|)
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