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Summary

This white paper summarizes major areas in which Argonne National Laboratory sees opportunities for considerable impact via targeted growth in its networking research program.  We focus in particular on activities that seek to leverage existing strengths in advanced applications and middleware to strengthen and expand DOE network research.  

Advanced network research within DOE has long been distinguished by coordinated and synergistic investigations of applications, middleware, and networking.  This distinctive approach has allowed DOE researchers to make major contributions and achieve leadership in middleware (aka “Grid Services”) and advanced applications.  We believe that such coordinated approaches are becoming increasingly important as networking capabilities, application concepts, and middleware requirements continue to evolve.  We see considerable potential for accelerated progress through a research program that emphasizes a vertical integration of network, middleware, and applications research.

Motivated by these considerations, we outline here a strategically integrated set of research efforts that exploits DOE strengths and leverages opportunities created through non-DOE sources including industry, NSF, CANARIE, and the State of Illinois.
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1 Summary of Research Interests

Argonne National Laboratory’s Mathematics and Computer Science division has developed a comprehensive research program over the past decade in computational science, middleware or “Grid” systems, visualization and virtual environments, and collaborative systems.  These research areas have become increasingly dependent upon tight integration with network services, resulting in a strong emphasis on interactions between networks and network services on the one hand and middleware and applications on the other.

In this brief paper we outline a vertically integrated set of research projects including:

· Security: Building on our highly successful Grid Security Infrastructure, R&D relating to Delegation, Authorization and Authentication schemes focused on enabling flexible yet secure interactions between applications, middleware, and network services.

· Network-Enabled Clusters for Middleware Services: Embedding computing, storage, and control capabilities within the “network” to support capabilities such as network flow engines, data caching, security services, instrumentation, high-level policies, etc.

· Dynamic Network and Traffic Engineering: Development of a “Network Flow Engine” that mediates between applications and network services, integrating policy, resource constraints, and application flows from complex distributed systems.

· Advanced Network Architectures and Services: Leveraging emerging optical technologies presenting challenges and opportunities for creating networks with effectively unlimited bandwidth and virtual topologies customized to individual applications.  
· Instrumentation: Creating tools and a prototype sensor infrastructure to provide finer-grained engineering of and control over network flows and distributed applications.

· Policy: Mechanisms for enabling distributed systems that cross administrative boundaries (e.g., multiple network backbones).

· Advanced Simulation: Establishment of an advanced simulation capability for application-driven studies of advanced networks, protocols, middleware services, and applications.

Each of these items can be tackled in isolation, but all interrelate and will be particularly effective if addressed in an integrated fashion.

2 Security

Argonne, in partnership with USC’s Information Sciences Institute, has pioneered innovative security technologies that address single sign on, credential mapping, and delegation issues for advanced network applications.  Its Grid Security Infrastructure (GSI) has emerged as an essential middleware component that has been integrated into a wide variety of tools and deployed widely at sites across the U.S.  GSI support for delegation of credentials has proved particularly powerful, enabling applications to create and pass to remote sites various forms of proxy credentials allowing operations to be performed at those remote sites on their behalf.

In the research proposed here, we plan to extend GSI to incorporate:

(a) restricted delegation,

(b) independent data unit protection, and

(c) community authorization.

In addition, we will, as in our previous research, evaluate and validate these important new capabilities by applying them in various contexts in advanced networking, middleware, and applications.

Restricted Delegation.  The first extension to be investigated will build on our basic delegation mechanisms to provide flexible control over what capabilities are delegated to remote sites.  Our current delegation mechanisms allow a process acting on behalf of a user U at a site A to provide a remote process at a site B with (i) no delegated credentials, (ii) a limited credential that can be used only for authentication, or (iii) a full credential that allows process B to perform arbitrary operations on U’s behalf, including generating additional proxy credentials that can be passed to other sites (say C).  In practice, we tend to use only schemes (i) and (ii) because option (iii) provides no control over what a remote site can do with a delegated credential.  So, for example, if site B is compromised, then an adversary operating at that site can generate unwelcome requests to say site C: say to delete files or to allocate excessive bandwidth.  We propose to overcome this problem by defining a restricted delegation mechanism that allows the user to create proxy credentials within which is encoded (in a cryptographically secure fashion) what operations are allowed at remote sites.  So, for example, the user might generate such a restricted proxy credential that can only be used to read files, not write them, or that can only be used to allocate small amounts of bandwidth.  An adversary that obtains access to such a credential at site B can then not forge unauthorized requests to site C, as incorporated in the very credential used to verify the authenticity of the request will be the statement limiting what operations can be performed.

We have already performed some preliminary prototyping of these ideas, with good results.  We have demonstrated our ability to encode useful restriction policies in the syntax of Condor ClassAds, to incorporate such policies into proxy credentials, and to decode these credentials at a destination site.  We are hence in a position to start exploring practical applications of these mechanisms.  We see immediate applications in inter-bandwidth-broker communication and Data Grid applications.

Independent data unit protection.  Independent data unit protection is important as a means of providing integrity (and privacy) support for datagram protocols, such as UDP.  The IETF standard “Independent Data Unit Protection GSS-API” extends the GSS-API to include support for protection of independent data units, thus allowing for protection of other forms of communication, such as unreliable, out-of-order, multicast, and/or connectionless.  We propose to extend GSI to support this capability and then to explore the application of the extended GSI in the context of applications such as Access Grid and teleinstrumentation.  We have seen considerable demand for this feature.

Community Authorization.  It is frequently the case in the high-end applications of interest to DOE that resource owners want to be able to delegate authorization decisions to a community in which they are participating.  For example, a bandwidth broker might be prepared to allocate bandwidth to any user authorized by the high energy physics community, or a storage system might allow access to a dataset replica if some authorized “climate community representative” [service] grants permission.  We believe that GSI mechanisms make it possible to build flexible and secure mechanisms of this sort, which when integrated with the policy mechanisms described below make it possible to create extremely powerful authorization and policy schemes.  We propose to develop key elements of such community authorization schemes, then apply and evaluate them in the context of bandwidth brokers, Data Grid applications, Access Grid applications, and so on.

3 Network-Enabled Clusters: Research & Infrastructure

As middleware and application demands on networks continue to increase in both the “quantity” of demand (e.g., for low latency or high bandwidth) and the “quality” or complexity of those demands (e.g., for directory or security services), we believe that the resources managed by network protocols must inevitably increase in scope and functionality, from routers to more general-purpose computing elements.  Web caching and content distribution services are two contemporary examples of network services that rely on access to computing and storage capabilities; others of interest within the context of high-end network applications include replication services (for Data Grid applications), “network flow engines” (for advanced collaborative environments), and on-demand computing capabilities (for “science portals” or problem solving environments).  We can also point to the following examples:

· Content distribution services, which use a combination of embedded storage (e.g., for caching or mirroring) and/or computation (e.g., for compression or distillation) to deliver collections of files to end user communities (e.g., Internet-2 DSI, Akamai).

· Value-added services which enhance content via indexing, annotation, distillation, translation, and so forth.

· Distributed “active data repositories”, which generate new data from old by running owner- or user-supplied code.

· Markets for computational services, which enhance the capabilities of the ordinary desktop by providing on-demand access to substantial computing and/or storage resources (for a fee).

· Virtual communities, which use grid resources to create, store, and manage sophisticated virtual worlds.

We are interested in pursuing two related but independent activities in this space: research activities focused on the protocols, middleware, and application concepts required to enable and profit from network-managed compute and storage elements; and an infrastructure creation and deployment activity focused on creating a test infrastructure that is realistic in terms of scale and distribution for investigations of innovative services and applications that rely on network-embedded computing and storage.

During the past eighteen months, Argonne National Laboratory and our collaborators have developed a prototype architecture and implementation plan to put into place a scalable, easily duplicated test infrastructure for middleware and network research: what we call a “Beta Grid” or “β-Grid.”  That the architecture is easily duplicated is critical because it allows for “no-cost” expansion through interconnecting similar systems deployed elsewhere.  Indeed Argonne has been working with research groups in the US (notably the NASA IPG and NSF PACI programs), Canada, Japan and Europe who are interested in implementing β-Grid systems that could be conveniently interconnected to support larger scale, global, experiments. This effort has involved funding from the National Science Foundation and support from industry.  The concept and general architecture have evolved based on intensive discussions within the middleware and networking communities, including an Argonne-organized workshop and architecture review in March 2000 with some 40 middleware and network researchers.

We propose to implement a prototype β-Grid involving both a set of hardware resources and a set of middleware services on the Energy Sciences network.  This β-Grid will provide a tangible mechanism for tightly integrating multiple high-demand application projects with the activities supported by DOE’s network research program.

4 Advanced QoS and Network Flow Engine

Advanced applications such as Access Grid group collaborations introduce challenging flow management problems.  Each type of media stream has unique requirements for bandwidth, latency etc. and has different modalities for compositing, integration, mixing and quality.  At the same time, each client typically has different capabilities and capacities in terms of bandwidth, loss characteristics, media support.  The delivery of cost-effective and efficient service to a large client community would, ideally, be achieved via a targeted middleware service “broker” that provides a higher-layer set of functions relative to a bandwidth broker along with capabilities for both traffic engineering (e.g., combining similar network flows based on application requirements data) and network engineering (e.g., functionality that interacts with and/or replaces a bandwidth broker with a superset of its capabilities).  In earlier DOE-funded research we have developed a sophisticated bandwidth broker; we now propose to push this work further to support delivery of application-specific QoS.

We propose to design, develop, and evaluate a Network Flow Engine (NFE), a set of tools and APIs for managing the multiple types of data exchanged by collaborative applications and their interaction with network services. The NFE is a high-level environment that interfaces between applications and network middleware and services. Increasingly, distributed applications require multiple communication streams, or flows, each of which has unique requirements (e.g., bandwidth, latency) and, in the case of media streams, different modalities for compositing, integration, synchronization, mixing, and quality.

We focus on two types of collaborative applications: group-to-group collaboration and teleimmersive environments.  Access Grid applications support group-to-group collaboration through the integration of “wired” physical spaces into a single virtual space.  Teleimmersive applications support collaborative design and visualization through the integration of virtual reality spaces into a single virtual space that is itself manipulated by the participants. 

In the Access Grid application, each site has multiple video, audio, control and visualization streams, both unicast and multicast, that must be coordinated to create a single virtual “space” that supports group-to-group interactions in a natural way. This coordination depends upon high-level policies such as which streams are associated with other streams, the stream scope (which streams need to be available to which sites when), multiple levels of security (which sites can participate in a given stream set), etc. 

Teleimmersion applications require more types of data streams, adding tracking, remote rendering and haptics data types, and have potentially higher requirements or constraints on bandwidth, latency and jitter relative to the Access Grid environments. 

In the context of network quality of service, the use of a bandwidth broker is commonly proposed as a method for coordinating between applications and network services.  Requests for services are made to the bandwidth broker, and the bandwidth broker attempts to set up network paths (e.g., an RSVP path) for the application.  However, in most cases a bandwidth broker is presented as a method for setting up individual flows, or paths, without the added complexity of interdependent flows that must be coordinated, might be reasonably combined, or that involve multicast or topologies other than point-to-point source/destination.  Bandwidth brokers are not presumed to perform functions such as distillation.

Our intention is that the Network Flow Engine (NFE) will operate as a higher-level coordination mechanism accepting constraints from the applications layer, maintaining an awareness of available resources and lower-level constraints (e.g., QoS availability, multicast, path quality, etc.), integrating polices regulating both applications and network services, and producing an appropriate set of actions to (a) set up network services and (b) engineer the streams to optimally utilize those network services.  The setup might involve interaction with a bandwidth broker or potentially directly interacting with the network to create a virtual private network.  The engineering might involve mixing like data types, restricting media update or sample rates, selectively compositing streams or selecting the paths (e.g., multicast trees, reflector paths or point to point links) on which to direct the streams. 

Our proposed NFE architecture relies on QoS and Grid Middleware services for low-level functions such as directory services, resource management, co-scheduling, authentication, and authorization. We propose to prototype a NFE, integrate it with the Globus framework and test it on Access Grid and Teleimmersion applications.  We will also investigate the use of the embedded services infrastructure described in the preceding section.

5 Optical Network Architectures

Argonne National Laboratory is nearing completion of the deployment of a wide-area optical network testbed consisting of 6 strands Non-zero dispersion-shifted fiber (NZDSF) as shown in the figure below.  The network, Illinois Wired-Wireless Infrastructure for Research and Education (I-WIRE), is funded at $7.5M by the State of Illinois and consists of multiple strands of fiber to allow for physical topologies including star topologies centered at any of the sites, multi-ring topologies, or combinations of these.

Scheduled for first availability in 2Q2001, this network will support a variety of experimentation and research from low-level devices (e.g., lasers and detectors) to innovative architectures.  At a practical level, I-WIRE presents the opportunity to verify design studies examining physical and virtual topologies or trade-offs between optically transparent and opaque (format-sensitive) components, involving cost, flexibility, and utilization alternatives.
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Networks with effectively unlimited bandwidth, e.g., using Dense Wave Division Multiplexing (DWDM) systems, can be combined with advanced middleware capabilities such as those developed within the Globus project and those described above (Advanced QoS and Network Flow Engine) to create an environment where dynamic, customizable virtual private networks would be provided to distributed applications.  

Initially I-WIRE will deploy 10 GbE systems (available Fall 2000 from Cisco and others) but the network will ideally support multiple experiments in fundamental architecture alternatives.  The use of Multiprotocol Label Switching concepts as applied to wavelengths (MPλS) is potentially an ideal mechanism to provide dynamic assignment of network resources (e.g., as mentioned earlier in the context of QoS and the Network Flow Engine), however there are also multiple models for the mapping of IP onto WDM (digital wrappers, etc.).

In addition, DWDM and optical switching technologies present both opportunities and challenges to network design, including the difficult problems related to Routing and Wavelength Assignment (RWA) in static, let along dynamic networks.  Optimal RWA is a computationally intensive problem that would benefit from the application of computational simulation and numerical analysis capabilities.  Optimization metrics include reliability, hopcount/length, link utilization (channels), and channel assignment (minimize the need to change wavelengths from one segment along a path to another due to assignment collisions).  

RWA optimization is generally done manually today during initial network design or as a result of a significant outage, however as networks become larger and more dynamic it will be increasingly difficult to optimize RWA even infrequently.  It will simply not be possible to handle RWA for dynamic networks without computational techniques.    Developing such techniques (exploiting, perhaps, Argonne’s world-class program in numerical optimization) and then integrating these computational capabilities with network management systems are further challenges to exploiting optical network capabilities in large networks.  

Finally, with optical network technologies and the multiple possible topologies and layering schemes it is essential to understand the distribution of functionality and intelligence between the layers.  Initial use of ATM in conjunction with IP networks in the 1990s, for example, revealed that interactions between ATM and TCP congestion control mechanisms actually exacerbated congestion problems.  Similarly careful coordination will be essential as the underlying optical network functionality increases into areas traditionally handled by SONET, ATM, IP, or TCP.   An example of this will be the network’s reaction to an optical channel if there is an outage or service degradation along one segment.  Optically re-routing the channel would likely be the fastest method of recovery, however IP networks also employ rerouting techniques.  Understanding how to coordinate vertically, the use of “top down” versus “bottom up” recovery, and the potential interactions is central to the management of optical networks.  I-WIRE provides a ideal environment for such investigations.

6 Instrumentation

Developers of advanced network applications such as remote instrument control, distributed data management, tele-immersion and collaboration, and distributed computing face a daunting challenge: sustaining robust application performance despite time-varying resource demands and dynamically changing resource availability.  It is widely recognized that network-aware middleware and adaptive applications are key to achieving performance robustness.  Unfortunately, the development of such middleware and applications is currently extremely difficult, due to a lack of standard mechanisms for detecting changes in network, middleware, or application components; notifying appropriate system components; and triggering adaptations to compensate for state changes.

We are interested in addressing this problem by an aggressive research and development program aimed at producing uniform, notification, and adaptation mechanisms, with the goal of catalyzing the development of both network-aware middleware and sophisticated, network-aware applications.  Work will be performed in three areas: (1) mechanisms for creating, publishing, discovering, and accessing sensors; (2) synthesis and analysis techniques for identifying qualitative behavior and trends in sensor data; and (3) adaptation techniques that exploit sensor data to adjust middleware and application configurations to improve performance.

We conducted early work in this area during FY99-00 with support from DOE’s NGI program, in the context of the project “A Uniform Instrumentation, Event, and Adaptation Framework for Network-Aware Middleware and Advanced Network Applications” conducted jointly with Prof. Dan Reed of UIUC.  In that work, we took major steps towards the realization of our overall goals by defining and implementing uniform mechanisms for describing, discovering, and archiving event streams from different sources.  One demonstration of these results occurred at SC’99, where we demonstrated our ability to capture, archive, and replay NetLogger streams of different sorts from a running Data Grid application.  We believe that these early results demonstrate convincingly the value of the overall approach; however, due to funding constraints our work in this area is currently constrained to a small-scale standards effort in the Events and Instrumentation track of the Grid Forum.

7 Policy

A distinguishing feature of many advanced network applications is that they select from and use resources from multiple administrative domains.  Yet the “best” choice depends on not only physical characteristics of the individual systems but also the policies that govern access to those systems.  These systems are generally interconnected by at least three different networks (local networks at each end and at least one wide area network in between) and these networks each have unique policies.  In addition, specialized resources such as archival storage and supercomputers used by high-end applications of interest to DOE often also involved complex policies.  Experience shows that a major obstacle to the effective development and use of advanced network applications is the diverse policies that govern resource use at different sites and of the networks interconnecting them.

Motivated by these concerns, we propose a research and development project that will produce a unique policy-based resource management architecture, called Diplomat, that will allow resource owner and resource consumer policies to be specified and consulted seamlessly at any stage during resource discovery, allocation, and management.  Our implementation will build on broadly deployed security, resource discovery, and resource management mechanisms provided by the Globus toolkit and Condor system, and will incorporate the innovative policy language, policy template, policy checking, and policy publication mechanisms developed in this project.  

Interfaces to existing policy engines such as access control lists and Akenti use-conditions will allow verification of policy elements, while policy-enabled managers for differentiated services or integrated services networks, data archives, supercomputer schedulers, and disk caches will enable interesting application experiments.

This proposed R&D activity will build on a solid technology base and some promising early results obtained under DOE NGI funding during FY99-00 in the project “Diplomat: Policy-Based Resource Management for Next-Generation Internet Applications.”  In that project, conducted jointly with Prof. Miron Livny at U.Wisconsin and Dr. Carl Kesselman of USC/ISI, we extended the Globus resource management architecture with Generic Authorization and Acccess control (GAA) interfaces, hence laying the groundwork for a highly flexible policy framework in which various combinations of local and group policies can be invoked when making local authorization and resource management decisions

8 Advanced Simulation

Simulation has emerged as a powerful tool for network research.  However, network simulation work to date has focused primarily on the study of individual protocols or of the ensembles of many small flows typical of ordinary Internet traffic.  We are interested in extending the scope of simulation studies in three ways: to address the distinct characteristics of all-optical networks; to support investigations of not only network protocols but also advanced middleware, e.g. for resource discovery and management; and to encompass advanced applications such as Data Grid, Access Grid, distributed computing, and online instrumentation.  

We envision this work proceeding via multiple parallel efforts, as follows:

· Investigations of specific network research problems via simulation techniques.  Problems that we are interested in addressing include resource management in all-optical networks; quality of service for advanced collaboration environments, such as Access Grid (e.g., via the Network Flow Engine work described above); replication strategies for national-scale and international-scale Data Grids; and specialized protocols for high-speed data transfer among clusters

· Development of advanced simulation capabilities.  Working in collaboration with key academic research groups, in particular the MicroGrid group at UC San Diego, we will extend current simulation systems such as NS and MicroGrid to address network research goals including those just listed.  Our goal is to extend these existing frameworks with specialized component models and simulation methods to create a Grid Simulation Framework within which can be developed an Access Grid Simulator, Data Grid Simulator, and so forth.  The Access Grid Simulator could be used to study the utility of different quality of service, middleware, and network infrastructure technologies on Access Grid scalability and performance.  The Data Grid Simulator could be used to study the interplay between network infrastructure investments, replication strategies, and analysis performance of physics data analysis applications. 

· Establishment of a National Grid Simulation Facility.  Simulation studies such as those envisioned above are computationally demanding, particularly when we attempt (as we want to do) to achieve realistic representations of network scale, protocol complexity, and/or end system behaviors.  (For example, Chien’s MicroGrid simulation system enables realistic application studies by combining network simulation with emulation of computational tasks running Globus services.)  In order to address this requirement we propose to establish a National Grid Simulation Facility (NGSF) based on Argonne’s 512-processor Chiba City cluster.  The NGSF will combine Chiba City computational capabilities, associated storage capabilities, and specialized software installations to provide a community facility for DOE network and Grid researchers.

The R&D activities outlined here would be performed in collaboration with Prof. Andrew Chien of UC San Diego and other network, middleware, and simulation researchers.

























