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1. Executive Summary

Principal Sites:

ANL
Argonne National Laboratory

ISI
University of Southern California, Information Sciences Institute

UW
University of Wisconsin, Madison

During this period, ANL and ISI worked primarily on:

1. An initial release of the Community Authorization Service (CAS)

2. Working with other DoE projects to establish PKIs and use Globus (including GSI and CAS).

3. Updating the core GSI to match the latest standards work.

4. Standards and outreach.

UW work focused on:

1. Continued to enhance the “mis-match explain” capabilities of ClassAd framework.

2. Continued the development and testing of “message protection” in Condor 

3. Worked with the PPDG community on understanding their requirements regarding CA policies.

A project web site with up to date information is maintained at:

http://www.mcs.anl.gov/dsl/scidac/security/

2. Current Accomplishments

Accomplishments during this period include:

· Publications and presentations:

· February: CAS presentation at PPDG meeting

· January: Globus Toolkit tutorials (including GSI) in Edinburgh and Chicago.

· January: CAS presentation Fusion Collaboratory Meeting

· "A Community Authorization Service for Group Collaboration", 3rd International Workshop on Policies for Distributed Systems and Networks (POLICY 2002), (Accepted and final versions submitted, will appear in June 2002).

· March: Presentations and demos during the ParaDyn/Condor week

· Outreach:

· March: Working with iVDGL to use DOE SG CA

· March: Working with NMI to coordinate use of kx509/KCA (Kerberos to PKI translator) with Globus Toolkit in NMI’s first release.

· Representative on DOE Science Grid CA PMA (Policy Management Authority) to make sure the CA works with GSI and CAS

· Representative on PPDG AAA (Authentication, Authorization, Accounting) proposal to help with GSI and CAS deployment.

· February: Helped develop NEESgrid Architecture draft that includes use of GSI and CAS.

· Standards:

· February: We submitted an updated "X.509 Proxy Certificate Profile" draft to IETF.

· February: We submitted update "X.509 Proxy Certificate Profile" draft to GGF.

· February: We submitted updated "GSS Extensions" draft to GGF.

· Software:

· March: Initial release of CAS to collaborators: http://www.globus.org/security/cas/alpha/
· Helped with initial planning of Authorization in Replica Location Service

· Started modifying GSI to use new proxy certificate format as detailed in GGF/IETF draft. Expected release later this Spring.

· Candidate release of Condor 6.4 installed on the UW-CS pool. 

Community Authorization Service

The overwhelming majoring of work at ANL and ISI during this period has been driven by CAS.

Work on CAS itself has included: 

· Releasing an alpha release of the CAS server and CAS-enabled GridFTP software to our collaborators. This release includes documentation and best-effort support. Included in the release is the CAS server, CAS user clients, CAS administrative clients (both command line and GUI) as well cas CAS-enabled GridFTP software.

· We have also been in close communication with groups such as the Particle Physics Data Grid, Earth Science Grid, and National Fusion Collaboratory to determine how CAS can be integrated into their testbeds and to work with them to test CAS so we can use their feedback to improve future releases. See section 4, Research Interactions, for more details.

This is based off of the same CAS software demonstrated at HPDC and SuperComputing. It has been hardened and documented. We are working with PPDG and ESG to test CAS with their actual production environments.

Implementing X.509 Proxy Certificates

Currently the proxy certificates implemented in the GSI software are based off of an initial prototype done a number of years ago before we drafted the current IETF/GGF standards draft. It is our intention to implement the standard as described in the draft as it reached maturity.

Work has already progressed in implementing the parts of the draft we believe are reaching maturity. We hope to have a complete implementation done this Spring, though this is somewhat contingent on how quickly the details of the draft firm up based on input from the working groups.

Standards

We continue to make good progress in the standardization of our security technology.

The core X.509 Proxy Certificate Profile draft is receiving a fair amount of attention in the IETF PKIX working group.  This is the working group that is responsible for defining many of the PKI standards in wide use today. We have presented our proxy certificate work to the PKIX working group several times now over the past year.  Recognition and acceptance of this work has been steadily growing.

In addition to the X.509 Proxy Certificate Profile draft, various other drafts are under consideration by the Global Grid Forum (GGF) GSI working group.  These include "GSS Extensions", "GSI Online Credential Retrieval - Requirements", and "Multiple Credentials - Scenarios and Requirements".

Simple CA

We developed and made available software that allows sites or projects to more easily set up and run their own Certification Authority (CA). This allows them to set up a PKI more tailored to their needs, while reducing the load on the Globus project in running the Globus CA. Simple CA is available at http://www.globus.org/Security/simple-ca.html
The UW team lunched an effort to make such a CA an integral part of a Condor distribution so that it can be used to meet the authentication needs of the users and software modules of a Condor pool. 

Message Protection: Support secure and private communication between all the components of Condor

Independent Data Units: Adding encryption support for UDP

   Continued the development and testing of capabilities that  provide privacy support between the different components of Condor and Condor-G. That is, all communication in Condor can now be encrypted if so requested by owners of resources and/or consumers of resources.

   Most of the effort this quarter was devoted to improving the encrypted UDP protocol and to ensuring computability between the 6.4 and 6.2 versions of Condor. A candidate release of 6.4 was installed in our production pool and has been thoroughly tested.

Policy Work with ClassAds: Identify and explain the cause of a miss-match

Continued our work in developing and implementing a framework for detecting the cause for a miss-match between a ClassAd that represents a request for a service/resource and a collection of ClassAds that represents offers to provide services/resources. The framework was first implemented in JAVA and is now being ported to C++. The Condor-q utility in version 6.4 uses this framework to provide the user (the –ana option) with an analysis of why a request for resources was not matched and points at ways to modify the request so that it will match currently advertised offers.  

Develop a framework for supporting Multiple Authentication Protocols in Distributed Environments 

A first version of a protocol that supports multiple authentication protocols is part of the 6.4 version of Condor. We are currently testing the protocol and study the interplay between its capabilities and configuring each component in Condor with appropriate authentication information. 

3. Future Accomplishments (next 6 months)

Our planned accomplishments for the upcoming 6 months include:

· Continue standards work: We will continue pursuing our current standards activities in both the GGF and IETF. 

· Work with communities to test CAS alpha: we will work with DOE communities such as PPDG and ESG to test the CAS software in real work environments. We will use this feedback to improve the software for subsequent releases.

· Security Services for Grid Services: We will work with the emerging Grid Services in the GGF OGSI working group to make sure our current security technologies integrate cleanly. We will also work to establish Grid Services standards for security services.

· Finish implementation of standard proxy certificates in GSI: We hope to complete and release a version of GSI that implements the proxy certificates defined in the GGF/IETF document. We also plan on working with the OpenSSL developers to get support for proxy certificates integrated into OpenSSL.

· Security infrastructure of Condor: We will continue the evaluation and testing of the security infrastructure of Condor as it is deployed in production environments.

· Independent Data Units: In addition to our currently supported algorithms, triple DES and Blowfish, we will continue to explore more protocols, in particular AES, when possible.

· Framework for supporting Multiple Authentication Protocols in Distributed Environments: We will continue to study  how authorization policies affect the choice of authentication protocol and what is required to support this relationship.

· Explaining “mis-matches” in ClassAds:  Will add to our framework support for set operators.  

4. Research Interactions

We are being aggressive about our outreach, both with other SciDAC projects, as well as to other communities.

The following list summarizes our interactions with various other SciDAC projects:

· Earth Systems Grid II: This was the initial project that motivated CAS, and funded early work on CAS during FY01.  We continue to work closely with this project, in terms of gathering requirements from them, explaining what we are doing to them, and working on demonstrations with them. For the CAS alpha release we support the notion of anonymous users, a requirement taken directly from this project.


· Particle Physics Data Grid: This project is already using GSI, and looks to be the next big collaboratory project that will use CAS. We are now formally part of this project’s Site AAA proposal and expect to work closely with them on integrating CAS with one or more of their experiments (talks have already begun with the CMS experiment). What we learn from these integrated will feed into the second release of CAS.
 

· DOE Science Grid: The DOE Science Grid is based on GSI, and is in the process of setting up a Certificate Authority that will issue GSI-compatible credentials.  We have been engaged in this process and have a representative that serves on the CA’s Policy Management Authority to make sure GSI and CAS integrate cleanly with this new infrastructure.

· CoG Kits: This project is developing a Python interface to Globus and GSI, called PyGlobus.  We use PyGlobus extensively in CAS, and have worked closely with the PyGlobus developers at LBNL to ensure that it has the capabilities we require.

· Fusion Collaboratory: We have had a number of conversations with this community. Although we don’t believe this is the right time for them to deploy CAS into their testbed, we are keeping in close contact and expect to integrate CAS in the next 6 months.

Outside of the SciDAC community, GSI is also receiving wide-spread recognition and adoption.  It is the security basis for most major Grid projects world-wide.  During this period, we presented our security work as part of several Globus Toolkit tutorials (one in

Edinburgh and one in Chicago, both  to more than 100 people), in several talks, and in innumerable discussions at various conferences.

We have also worked with communities such as iVDGL and NMI to help them adopt GSI and CAS and expect this to happen.

Since GSI already enjoys almost universal recognition as the de-facto security standard for Grids, this gives us exceptional opportunities to promote adoption of our new work performed under this SciDAC project.

5. Remarks

None.

