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Project Summary

Today, scientific advances are rarely the result of an individual toiling in isolation, but are typically the result of a collaborative, team effort. While considerable work has been done on collaboration tools to assist in performing the work of a collaboration, little has been done on mechanisms for establishing and maintaining the structure of the collaboration. Our work focuses on tools to structure collaboration by developing scalable, secure, and usable methods and tools for defining and maintaining membership, rights, and roles in collaborations. 

There are many examples of collaborative teams in areas of science of interest to the Department of Energy, including particle physics experiments (e.g. BABAR, CMS, ATLAS), global climate change, and fusion science. While considerable work has been done on collaboration tools to assist in performing the work of a collaboration (e.g. electronic notebooks, mechanisms for annotating and cataloging information, interfaces to computing resources), little has been done on mechanisms for establishing and maintaining the structure of the collaboration.  This structure includes means for identifying who is a member of the collaboration, what role they play, what types of activities they are entitled to perform, and what community resources are available to members of the collaboration. 

Our focus is on this fundamental question of how to structure collaborations.  Our goal is to develop scalable, secure, and usable methods, standards and tools for defining and maintaining membership, rights, and roles in group collaborations.  Our concern is not with any specific collaboration or collaboratory but rather with:

1) understanding the basic mechanisms required to structure a collaboration,

2) developing infrastructure elements in the form of middleware services and tools that implement the mechanisms, and

3) demonstrating the validity of these methods within the context of a number of demonstration collaboration environments.  

To meet these goals we have researched and developed a number of novel techniques. We are instantiating our research results into a framework that makes it useable to a wide range of collaborative tools.  This is then being integrated into the Globus Toolkit's® widely used Grid Security Infrastructure (GSI), which in turn supports the Community Authorization Service, and the job and resource management services provided by Condor. Since the Globus Toolkit and Condor are already adopted by many science projects - the Particle Physics Data Grid, Earth Systems Grid, DOE Science Grid, as well as many other non-DOE Grid activities like NSF TeraGrid, NASA IPG and the European Data Grid - this, as we detail in this subsequent sections of this report, has enabled our results to be easily used by scientists in these projects.

In addition to developing new techniques and software, we make efforts to standardize our developed techniques in the larger community through GGF, IETF and the like. This helps both in fostering greater adoption of our techniques to make them more ubiquitous for the DOE community and in greater scrutiny and feedback from a larger audience body of experts.

With the emergence of the Open Grid Services Architecture (OGSA) [1] in early 2002, we have included efforts for standardization of security for Grid services in our work. Our work includes leveraging the emerging Web Services security specifications to enhance and create Grid security standards and software. We are creating standards for using Web Services in Grid security and developing software to take advantage of these standards. One goal of this work is to make integration of multiple security mechanisms and advanced security services such as our Community Authorization Service with Grid applications as seamless and automated as possible. Our initial work in their area is already integrated into the Globus Toolkit version 3 (GT3) [7] release, facilitating its adoption in the DOE SciDAC collaboratories and other Grid deployments.

Accomplishments

Community Authorization Service (CAS)

CAS [16] is the centerpiece of this SciDAC project.  It is a flexible tool for managing group membership and rights in distributed collaborative environments. It allows a collaboration to flexibly and consistently express fine grain policy across all the resources participating in the collaboration while allowing those resources' local policy to remain in effect. 

CAS highlights include:

· Development of production version of CAS as part of GT3 as a Grid Service is underway and expected to be available in the fall of 2003.

· March 2003: CAS-enabled striped GridFTP server delivered to ESG.

· October 2002: CAS-enabled striped GridFTP developed for ESG SC'02 demo.

· September 2002: Second release of CAS based on feedback from PPDG, ESG, DOE Science Grid and others.

· November 2001: Demonstration of CAS integrated with ESG Visual Climate Data Analysis Toolkit at SC'01.

· March 2001: Initial release of CAS.

· Early releases of CAS used pyGlobus, developed by the SciDAC Cog Kit project. This collaboration allowed both rapid prototyping part of CAS and an improved pyGlobus.

CAS has driven much of this project’s software development work at ANL and ISI, either directly in the implementation of CAS itself, or in implementation of underlying Globus Toolkit functionality in support of CAS. This work has resulted in two releases of the CAS system to our collaborators [1]
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[3]. These releases include documentation, a CAS server, CAS user clients, CAS administrative clients (both command line and GUI) as well as CAS-enabled GridFTP software. These releases have been integrated into two ESG applications (VCDAT, Striped GridFTP Server) and demonstrated on a number of occasions (as mentioned in preceding highlights).

To ensure the applicability of CAS, we also have stayed in close communication with groups such as the Particle Physics Data Grid, Earth Science Grid, and National Fusion Collaboratory to determine how CAS can be integrated into their testbeds, to work with them to test and deploy CAS and gathering feedback from these communities to improve future releases. The second CAS release was primarily based on substantial feedback from the PPDG and ESG security communities – in particular, to meet their stated requirements of greater site control.

Development has started on a production version of CAS. In addition to incorporating what we have learned from the alpha releases [17], this version features the use of an OASIS standard format for its assertions, the Security Assertion Markup Language (SAML) [19]. We expect this release to appear as part of GT3 in Fall 2003.

Standards

Our standards work has two objectives: (1) to standardize novel techniques designed by our project to give them the greatest scrutiny and chance of adoption in the larger community, and (2) to be early adopters of standards emerging from other communities in order evaluate their applicability for the DOE community and provide feedback to their creators to improve that applicability. We are currently participating in the GGF, IETF, and OASIS standards bodies and tracking several others (e.g. Liberty Alliance, W3C).

Highlights of our standards work:

· July 2003: X.509 Proxy Certificate profile passed IETF PKIX working group last call.

· June 2003: GT3.0 released with one of the first implementations of the OASIS WS-Security draft standard, as a basis for both session (GSI-SecureSession) and message-based security (GSI-SecureMessage) in GT.

· June 2003: GT3 C and Java implementations of GSSAPI extensions and final X.509 Proxy Certificate format.

· May 2003: GSSAPI extensions draft passed GGF GSI working group last call.

· June 2002: OGSA Security Roadmap and OGSA Security Architecture documents submitted to GGF, co-authored with IBM.

Most of our standardization work has been on X.509 Proxy Certificates [21] and GSSAPI Extensions [12]. Prototype proxy certificates have been part of the GSI implementation since very early versions of the GT. In writing the X.509 Proxy Certificates specification for submission into IETF and GGF, much work was done to improve it based on our implementation experience and to better reconcile it with related IETF standards. As of July 2003, the Proxy Certificate specification has completed last call in the IETF PKIX [18] working group and is in the period of public last call.  We expect it to become an IETF RFC soon. Both the C and Java version of GSI in GT3 contain an implementation of this specification.

The Generic Security Services API (GSSAPI) [11] provides a standard API for an application to access basic security functionality for authentication, delegation and message protection. We have written a specification that defines a set of extensions to allow for more flexible delegation using GSSAPI, including “restricted delegation”. This specification has passed the last call of the GSI working group in the GGF, and is implemented in the GT3 C and Java versions of GSI.

We also investigated two other areas for standardization.  First, delegation tracing for X.509 Proxy Certificates would allow an entity to determine the path a Proxy Certificate traversed from the original user to it. But after considerable discussions with the standards community, it was decided that this problem is better solved through audit trails. Second, a Transport Layer Security (TLS) [5] delegation protocol that could be used to delegate X.509 Proxy Certificates between two parties who are using TLS for authentication and message protection. However, since the IETF TLS group expressed little interest in this work, and because delegation in a Web/Grid services setting is better done at the message layer instead of the transport layer, we redirected our effort her to focus on Web/Grid services authentication, message protection, and delegation.

With the emergence of the Open Grid Services Architecture (OGSA) [6] in early 2002, we have included efforts for standardization of security for Grid services in our work. We co-authored with IBM two documents, "OGSA Security Architecture" [13] and "OGSA Security Roadmap" [20], which are currently in the GGF OGSA Security working group [15]. We are also in the process of starting an OGSA Authorization working group in order to allow interoperability between the different authorization systems, including CAS, VOMS, PERMIS, Akenti, etc.

We also have been early adopters of many Web services standards in order to evaluate their suitability for Grid services. This includes being one of the first implementers of the WS-Security draft standard [22], which we use in GT3 as a basis for our GSI-SecureMessage and GSI-SecureSession protocols [23].

Policies for Grid Services

We have placed particular effort in evaluation and improvement of Web services standards regarding the expression and transmission of security policy. We are currently implanting the Security Assertion Markup Language (SAML) [19] in our forthcoming implementation of CAS and we have been active in investigating XACML [26] as a standard policy language for expressing more complex policies (for example, delegation restrictions in Proxy Certificates). We authored a pair of documents [24]
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[25] detailing our initial work in this area and these documents have already led to discussions with the OASIS SAML and XACML working groups regarding the incorporation of our ideas. We expect to standardize this work in either one or both of these working groups or the OGSA Authorization working group mentioned in the previous section.

Dynamic Policy Reconciliation

Work at the University of Wisconsin has included extending the Condor matchmaker and ClassAd analysis to deal with more complex policies and to help identify and suggest modifications to rectify policy mismatches. This will help both providers and customers of Grid services to understand “why” their offer or request for service was not matched. 

Building off of this work, we have launched an effort to develop a generic framework that supports dynamic policy reconciliation in a Distributed Environment. There are two objectives with this effort. First, the framework must support dynamic reconciliation of policies that govern various aspects of security such as authentication, integrity and secrecy. Second, the framework needs to be generic so that it can be used by systems other than Condor.

We have accomplished the first objective by implementing a dynamic policy reconciliation framework for Condor capable of reconciling security policy on the fly. We have also made good progress towards the second objective and currently have a generic prototype, using XML to represent security policy. This prototype is based on the Condor implementation, but capable of being used outside of Condor. Upon completion of this work, we intend to release the tools associated with the framework to general public. 

Integration with Local Site Security

We have collaborated with other SciDAC collaboratories - DOESG, PPDG and the National Fusion Collaboratory - to develop and deploy several solutions for integrating GSI with local site security.

The Kerberos Certificate Authority (KCA) [10] allows users at a Kerberos site to automatically acquire an X.509 credential by using their Kerberos login. We have modified the KCA to allow its use with the Globus Toolkit GSI. A GSI-enabled KCA is currently in operation at FNAL and serves as the primary method for Grid credential acquisition for their users.

We have also, in collaboration with the DOE Science Grid, developed a pair of authorization callouts for the Globus Toolkit to allow projects and sites to more easily integrate local authorization policy - one specifically for resource management, the other for generic policy across all Globus Toolkit services. The callout for resource management was developed for the National Fusion Collaboratory to allow their integration of some interesting job control policies and is currently being used by them to implement their system [9]. The second callout allows integration of generic policies regarding access control across all the Globus Toolkit services, and is currently being used by FNAL to integrate VOMS into the Globus Toolkit as part of their participation in the CMS project. 

Online CA

In addition to the KCA solution mentioned in the previous section, we are developing online-CA solutions to allow for low-overhead credential acquisition for Grids that do not require a Kerberos infrastructure. We are in process of testing and deploying a fully automated, web-based online CA to replace the current, more traditional, email-based Globus CA that has been in use by the Globus Project for the past ~4 years and has issued more than 5000
 user and host certificates. This online-CA will allow users to quickly and easily get credentials for use with GSI.

As part of our efforts to facilitate secure interoperability between Condor and GSI, we have also implemented a lightweight online CA using Condor’s CEDAR authentication and secure communication subsystem, and OpenSSL.  Clients requesting short-term certificates can use a CEDAR enabled client to prepare and communicate a standard X.509 certificate-signing request.  The online CA relies on CEDAR to authenticate clients, and signs and returns certificate requests according to a local policy.  

Online Credential Repository

While NCSA has taken primary responsibility for development of the MyProxy on-line credential repository [14], we have remained highly engaged with NCSA in planning future MyProxy directions and in making sure that the Globus Toolkit continues to provide the underlying security infrastructure needed by MyProxy. In particular, at GGF8 (July 2003) we presented joint plans with the MyProxy developers for evolving MyProxy into a Grid Service for use with OGSA [1], and we have begun the design and implementation of additions to GT3's Web services-based security for the username/password authentication protocol needed by the MyProxy Grid Service.

SimpleCA

We developed and released a software package called SimpleCA that allows sites or projects to more easily set up and run their own Certification Authority (CA) [8]. This allows them to set up a CA more tailored to their needs (e.g. level of security, user interface, certificate lifetime), while reducing the load on the Globus Project in running the Globus CA. 

Planned Future Work

CAS

Following the release of CAS as a production Grid service, we will continue to expand its functionality and seek opportunities for its integration and use by our collaborators. Our planned future work includes:

· Expanding its capabilities beyond GridFTP, to apply to any Grid service operation.

· Research into the use of CAS for expressing policies regarding accounting.

· Provide feedback to OASIS regarding the SAML standard and how it could better work with Grids and CAS.

Policies and Standards

We plan to continue our work in adapting Web services policy standards in the area of Grid computing. In particular we plan on exploring the use of XACML as a standard mechanism for policy interchange. This would enable a service to express its policy locally in whatever manner makes the most sense for it in terms of performance and manageability, but define XACML as the standard mechanism for policy expression when the policy is exposed externally - for example if it is published, compared or imported.

Included in this work is developing one or more specifications for how XACML would be used to express Grid policy - e.g. policies regarding Grid services, resource management, dataset access. This standardization of policy expression will allow for interoperability between various tools being developed in the Grid. For example, the Condor match-making work could be used to compare a policy in a restricted Proxy Certificate and the published by a Grid service.

Other

In addition to the activities mentioned previously in this document - bringing the new Globus on-line CA into production, advancing the Proxy Certificate draft to RFC status, advancing the GSS-extensions draft to final standard in the GGF, etc. - we have the following activities planned:

· We will work within the GGF OGSA Authorization working group to define a standard authorization callout for integration with site infrastructure, and will implement this in GT3. We will work with the developers of PERMIS [4] to demonstrate this functionality in real applications.

· We will continue to work in the OASIS standards body on the evolution of XACML, SAML, and other Web services security specifications, to improve their usefulness to the Grid community.
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