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I ntroduction

There are many isolated inditutions with limited resources in rurd America and many of
them ae located in EPSCoR dates. EPSCOR, the Experimenta Program to Stimulate
Compstitive Research, is a multi-agency program that encourages collabordtive efforts
with State governments and research universities in 21 sates and Puerto Rico. In the
NSF component of this program, the main objective is to increase the research and
development competitiveness of an digible state through the development and utilization
of the science and technology resources residing in its mgor research universities.

It is very difficult to improve research infradructure in these dtaes or within other
organizations without massve invesments and influx of expetise The Access Grid
serves as a mechanism for researchers to "plug in" a low cost and begin to medt, learn
from, collaborate and participate with experts across the globe.

Most of the EPSCoR dates are predominatey rura with low population densties and
few urban centers. They can be sorted into four groups. (1) Far West--1D, WY, NV,
MT, AK, HI, NM; (2) Great Plains--ND, SD, NE, KS, OK, AR; (2) Southeast--KY, WV,
LA, MS, AL, SC, PR; and (4) New England--VT, ME. Together they form about 17% of
the country's population, but much less than that in terms of technologica development.
Currently, the EPSCoR dates recelve only about 10% of the totd NSF funding. NSF
redizes through its review criteria, tha geogrgphicd badance in its funding paiterns is
desrable, and even though the top universties in the country may be in Cdifornia and
Massachusetts, it is not hedthy for the scientific and economic enterprise of the country
to concentrate NSF's resources in those states. Talent arises in al parts of the country,
and mogt univerdty students choose to attend an inditution near their homes. Therefore,
to optimaly exploit our naiond tdent for science and engineering, it is important to have
excdlent centers of research and learning in every date in the country and the AG can
help resolve this Stuation.

Background

In an effort to bring Access Grid technology to remote areas, specifically EPSCoR dates,
Babara Kucera, in her role as Alliance EPSCoR liaison, sought participants for a
proposal to NSF/EPSCoR. Six states demonstrated willingness to participate in a proof-
of-concept activity that would provide the Alliance development team, lead by Rick
Steven's group at the Argonne National Laboratory (ANL), with a research environment
for the development of didributed data and visudization corridors, and for sudying



issues relating to collaborative work in digributed environments. The participants would
be in the thick of the action!

NSFEPSCoR awarded a grant that provided equipment for six Access Grid Nodes
(AGNs) to the Universty of Kansas the Universty of Kentucky; Montana State
Universty; North Dakota State University; Universty of South Caroling, and West
Virginia Universty. The Nationd Computationa Science Alliance hed Chautauquas in
1999 and 2000 a which the host Stes--the Universties of New Mexico, Kentucky, and
Kansas, Boston Universty and the Ohio Supercomputing Center--introduced Access Grid
prototype technology to large audiences. These Betatests a the Chautauquas were
enough to show the potentia of the AG application, and reveded some defects that
needed to be corrected. Continuing research and development is ongoing to optimize the
functioning of the network protocols, the assurance of "quality of service" and desirable
new features, including improved security. Usage has increased as indtitutions began to
conduct remote meetings, dte vidts, traning sessons and educationd events usng ther
AGNSs.

As usage increased, the communication power of the AGN and its abdility to bring
geographicaly remote areas of academe into the mansream of scientific research is
being recognized. Other EPSCoR inditutions sought incluson a their own expense
Alaska, the Arctic Region Supercomputing Center (ARSC); Hawali, two dStes a Maui
High Performance Computing Center and Manoa; Arkansas, U. of Arkansas at Little
Rock; Maine, U. of Maine; and Montana, the U. of Montana a Missoula. The god is for
every EPSCoR date to have an AGN by the end of FYO01--the eeven dates that do not
yet have the technology are AL, ID, LA, MS, NE, NV, OK, SD, VT, WY and the
Commonwedth of Puerto Rico. We believe that if we can locate one AGN per date, the
benefits will be demondraied and other Stes will recognize the potentid for their
ingtitutions and seek to be included.

As indicated, there are 11 EPSCoR dates with AGNs currently underway and 7 actively
participating; the other four are nearly ready to go online. They have the equipment,
gpace and daff, and are working out bugs. The doors are opening for these dates, as
discussed.  If the remaining 11 EPSCoR dates are not able to participate, the digita
divide will widen even further for a large portion of our very bright sudents and
scientists who happen to be located in geographicaly remote areas. Three examples of
an unwillingness to accept this fate follow.

Univerdty of Alaska Fairbanks

Alaska could be described as the most "extreme' of the United States. It has North
Americas tdlest mountains, incuding active volcanoes, wildest weather and coldest
temperatures, largest concentrations of fish and wildlife, and arguably the hardiet and
most individudigic resdents. [Note: Residents of other EPSCoR states may challenge
this statement!]

Alaskas population of 600,000 inhabits a total land area of 570,000 square miles (365
million acres), or one-fifth of the combined Sze of the lower 48 dates. Hdf the daes



population is concentrated in the cities of Anchorage (255,000), Fairbanks (70,000
regiond) and Juneau (30,000.) The remander are widely dispersed in towns, villages
and smdl bush communities.

Key indudries in Alaska include oil and gas, mining, fisheries, agriculture, and tourism
and recregtion. The US military is dso a mgor contributor to the state; it is home to
more than 50,000 active duty personnd. Congruction and operation of the Trans-Alaska
Pipdine in the late 1970's brought a huge boost to the dates economy. PHanning is
underway for congruction of a pipdine to ddiver natural gas from Alaskas North Slope
to the lower-48 states.

The Arctic Region Supercomputing Center (ARSC) at the University of Alaska Farbanks
(UAF) is the key provider of high-performance computing resources (HPC cycles,
dorage, visudization, networking) and expertise to the Alaska academic research
community, which includes UAF, and the regiona campuses a the Univergty of Alaska
Anchorage (UAA) and Universty of Alaska Southeast (UAS) in Juneau, Sitka, and
Ketchikan. Each regiona campus operates remote sadlite campuses in neighboring
communities as wdl. The centrd UAF campus is home to the man undergraduate
teaching facilities and research inditutes specidizing in fidds such as geophyscs marine
science and arctic science.

ARSC's effort to join the Access Grid community is motivated by two factors distance,
and the technology imperative.

Digance, both within Alaska and to the "outsde" is a hurdle dl Alaskans (and vigtors)
have to ded with. Anchorage and Fairbanks are separated by a six-hour drive or one-
hour flight. Air travel between Anchorage and Juneau, the date cepitd, is 1.5 hours.
Hight time from Anchorage to Seettle is 3 hours, and to Chicago 6 hours. Internationa
flights from Anchorage to Asan and European hub cities such as Tokyo and Frankfurt
are 9-10 hours. Senior ARSC daff routingly travel to Washington, DC, for management
meetings and internaiondly to atend conferences. There is no such thing as a quick trip
outsde Alaska

Productive, long-term interaction in science and technology requires more than phone
cdls and emal. The Access Grid is a cost effective means of bridging the distance gap
within Alaska, to the other 49 dates, and internationdly. Subgtantid savings in time,
energy and traved and accommodation costs will be redized. Many UAF researchers
dready participate in traditiona international research collaborations, exchanging idess,
data and results on a periodic bass and traveling on working visgts when time and
budgets dlow. The Access Grid will dlow more frequent and less costly contact and
interaction, and accelerate the research process.  ARSC is idedly poised to utilize the
Access Grid to fight this "tyranny of distance,” within Alaska and worldwide.

The Access Grid is dso a vehicle for ARSC and UAF to increase their base of ills,
knowledge and experience with new technologies in high-performance computing,
networking and collaborative applications. We are interested in participating in efforts to



refine the AG technology and develop new tools and methods. There are many potentia
benefits, as outlined above.

ARSC has acquired and configured the AGN hardware/software suite, aided by a grant
from the Next Generdtion Internet initiative.  We plan to become fully operationd in
February, after completion of remodding work on the AGN location: the Board of
Regents Conference Room (109) in the Butrovich Building on the UAF campus. This
large conference room, located adjacent to ARSC, can be conveniently accessed by
ARSC and UAF faculty, saff and students, as well as UA adminidration, locd and date
legidators and externa vidtors. Indeed, the room is dedicated to regular meetings of the
University of Alaska Board of Regents. It is the ided location to showcase the Access
Grid on the UAF campus.

The Butrovich Building houses ARSC and its suite of HPC, visudization and networking
gydems. Close proximity to ARSC network hardware, including a connection to the
Pecific Northwest GigaPop (and from there to the DREN), requires a minimum of
additiond infrastructure to accommodate the AGN.

Initidly we plan to focus on collaborative teaching gpplications. Don Morton, afrequent
vigtor to ARSC from the University of Montana- Missoula, has expressed interest in
working together with ARSC gaff on coursesin pardld programming and scientific
visudization. Course lectures, demongtrations, tutorials and even exams can be run via
the Access Grid. Knowledge and experience gained from this work will help uslearn

how to drive the AG equipment and work effectively. ARSC has severd joint faculty in
computer science and computationa science that are keen to make use of the Access Grid
for teaching.

Collaborative research and development and support of remote users are key areas where
ARSC can use the AGN. Approximatdy 70% of ARSC's users are located in the states.
The AG could prove to be a lifdine between ARSC and these remote users, at least those
who have locd AG access or some capability to send and receive content.  Research and
development projects could range from code debugging, optimization and pardldization
to collaborative, disributed data visudization. The AGN could dso facilitale and
augment efforts to develop didributed visudization or virtud redity applications with
users usng ImmersaDesk or CAVE systems at remote Sites, such as PMEL or AHPCC.

ARSC's usas specidize in a vaiety of research fidds, with an emphass on high
latitudes and the arctic. space physics, geophyscs, remote sendng, weether/climate,
ocean circulation, hydrology, cold regions enginesring, petroleum and minerd
engineering, ecosystems, biology and chemistry. A number of researchers are working on
cross-disciplinary modeling, for example, coupled models of ocean circulation, Seaweter
chemistry and evolution of fish populations and bionutrients. These research aress offer
lots of opportunities for collaboration.

There is huge potentid for useful collaboration and discusson between ARSC and other
supercomputing/HPC centers. Closer communication between centers would hep us to



better organize, plan and support our respective user bases, and attract more users. ARSC
and other centers will be able to interleave our expertise to provide a higher quaity of
user sarvice. Extensons of the current AG technology may even dlow users to mix and
match the services and resources of various centers to better suit their HPC, Storage,
visudization and network needs. Likely patners for this type of collaboration are
Albuquerque High Peformance Computing Center, Maui High Performance Computing
Center and the U.S. Army Engineer Research and Development Center Magor Shared
Resource Center.

In summary, ARSC sees the Access Grid as a tool for bresking the "tyranny of distance”
within Alaska, from Alaska to the other 49 dates, and internationdly. Teaching, research
and development, and management are dl poised to benefit from this technology.

Univergity of Arkansasat Little Rock (UALR)

Arkansas has a population of approximady 2.4 million, but it contains only one city with
a population greater than 100,000, the capital city of Little Rock (pop. 190,000).
However, the Little Rock metropolitan area has a population of approximately 500,000,
and is located near the geographicd center of the date. The southern and eastern haf of
the date contains the lowland valeys of the Arkansas and Missssppi Rivers with
agricultural land dominated by cotton, rice and soybeans. The northern and western half
includes the Ouachita and Ozark Mountains. The date is about equaly divided between
highlands and lowlands and nearly hdf of the state is forested. Arkansas is the home date
for Tyson Foods, Ricdand Foods, and Wa-Mart. Little Rock is the home city of Allte
Communications (the sxth largest wirdess tdephone company in the U. S), Acxiom
Corporation (the largest demographics database company in the U. S), and Stephens
Incorporated (the largest off-Wall Street invesment firm inthe U. S).

The Univerdty of Arkansas at Fayetteville, the only other Carnegie research univerdty in
Arkansas, is located in the extreme northwest corner of the date, gpproximately 200
miles away, or 35 hours by car. The Universty of Arkansas for Medica Sciences
(UAMYS), however, islocated in Little Rock, just three milesfrom UALR.

In 1999, UALR was authorized by the Universty of Arkansas System Board of Trustees
to creste a new College of Information Science and Systems Engineering. This new
college was funded through a specid act of the Arkansas legidature for the 1999-2000
biennium ($2 million in 1999 and $5 million in 2000 for operating expenses, as well as
$5 million towards a new building). The college comprises the new Departments of
Information Science and Systems Engineering, the previoudy exising Departments of
Applied Science, Computer Science, Engineering  Technology, and Congruction
Management, and a new Minor in Information Technology for liberd arts mgors. The
Depatment of Systems Engineering offers two concentrations. computer systems and
telecommunications. The Ph.D.-granting Depatment of Applied Scence offers five
emphass aeas. Applied Computer Science, Engineering Science, Applied Physcs,
Applied Chemistry, and Applied Biosciences.



Nickolas Jovanovic, a professor in the new Depatment of Sysgems Enginegring firg
learned about the Access Grid when he attended SC99 in Portland, Oregon. The Argonne
Nationd Laboratory (ANL) AG team demondrated the Access Grid on the exhibition
floor. Jovanovic met Barbara Kucera a the Alliance exhibit a the same conference. In
addition, the Alliance sponsored an EPSCoR birds-of-a-feather discusson at SC99, at
which Ken Bishop, Universty of Kansas, made a presentation about the Access Grid.
When Jovanovic learned that the Alliance had the god of edtablishing an Access Grid
node in each EPSCoR date, he decided to find a way to locate the Arkansas node at
UALR.

Jovanovic had loosdly collaborated with scientists in the Mathematics and Computer
Science Divison & ANL for many years, and an initid attraction of the Access Grid was
that it might improve his ability to collaborate with Argonne scientists. The other initid
attraction of the Access Grid was to use it to launch the telecommunication concentration
of UALR's new systems engineering program. Jovanovic had dready recaived funding to
build a pardle Linux supercluster to launch the computer systems concentration, and the
Access Grid seemed to provide exactly the right example of a cutting-edge
"tedlecommunication” sysem because it was based on Internet protocols instead of
telephone protocols.

At about the same time, Jovanovic learned that the founding Dean of the new college,
Mary Good, was sarving on the Externd Advisory Council for the Alliance. Dean Good
sent Jovanovic and two other UALR faculty members to vist NCSA. Barbara Kucera
aranged for the vigt, including a demondration of the Access Grid, in March 2000.
Shortly after the trip to NCSA, Jovanovic discussed the idea of building an Access Grid
node at UALR with Dean Good (a diemist) and UALR Chancellor Charles Hathaway (a
physcis) a a meeting to discuss ideas for the new college building. The Chancelor
immediately authorized Jovanovic to build an Access Grid node with internd funding.

During the summer of 2000, Barbara Kucera submitted a proposal to NSF to obtain
funding for five more EPSCoR Access Grid nodes, including the node a UALR.
Jovanovic obtained letters of interest from both Alltd Communications and Acxiom
Corporation in support of the proposa; however, the proposa was not funded.

Due to the commitment of internal funds, Jovanovic was able to build an Access Grid
node a UALR without externd funding. The UALR Access Grid node became
operationd in October 2000. Although much remains to be done, the UALR Access Grid
node has dready been used to conduct several research planning meetings between
scientists a UALR and UAMS, here in Little Rock, and potentia collaborators at NCSA,
ANL, and the Univergty of Utah. This series of planning meetings revolves around a new
and unique scientific indrument that has been devedoped a UAMS for passvey
monitoring maernd and fetd biomagnetic Sgnas during pregnancy. This ingrument has
the potentia to improve the assessment of fetd development and the understanding of
uterine activity during pregnancy if severd information technology problems can be
solved. The Access Grid meetings led to the submission of athree-year, three million



dollar group pre-proposa to the Information Technology Research program of the
Nationa Science Foundation.

A proposad from Arkansas has recently been submitted to the Nationd Inditutes of
Hedth EPSCoR program. Among other things, this proposal seeks funding to build
Access Grid nodes a UAMS and the University of Arkansas at Fayetteville in order to
create an Arkansas collaboratory for biosciences. These are the only three campuses in
Arkansas that are members of Internet2. Since other non-Internet2 campuses in Arkansas
are involved in the biosciences collaboratory, it would be useful for scientiss at these
campuses to have some Access Grid capability, even without Internet2 membership.

In conclusion, the Access Grid node & UALR is providing opportunities for research
collaboration that would probably not have come about otherwise. At the same time, the
Access Grid provides a gimulating demondration for new and potentid undergraduate
dudents in the new systems engineering progran a UALR, as wdl as many possbilities
for exciting research projects for graduate students at UALR.

University of Montana - Missoula

The State of Montana is the 4th largest in area, yet has a populaion of less than one
million. Mog of the teritory is filled with mountains, forests, ranches, smal towns, and
sved "cties" with the largest having a population of about 100,000. The University of
Montana lies in Missoula, in the western portion of the state near the Idaho panhandle.
The closest mgjor cities to Missoula are Calgary (8 hours north), Seettle (10 hours west),
Sdt Lake City (6 hours south), and Minnegpolis (24 hours east). Road travel to any of
these cities requires negotiation of high mountain passes, often under less than desrable
conditions. Air trave toffrom Missoula is expendve, and often hampered by bad
wegther typica of the Rocky Mountains. In short, The Universty of Montana is located
in a wonderful environment, but is quite isolated from expertise in mgor metropolitan
areas.

Don Morton, a professor in the UM Department of Computer Science specidises in
parald, sdentific computing. Geogrephic  isolation has created  difficulties in
collaborating and learning from other experts in the fidd.  Affiliation with the Arctic
Region Supercomputing Center (ARSC), located in remote Interior Alaska, has provided
Morton with collaborations that trandate into helping Montana researchers with thelr
scientific computing needs, and bringing such knowledge into the classroom.

During a vidt to Alaska in June 2000, Morton learned that ARSC would likdy be
inddling something cdled an Access Grid Node. This immediately prompted thoughts
that, if only U. Montana had an AGN, collaborations with ARSC and other U. Alaska
researchers might take place in a more workable fashion. There was immediate tak of
both ARSC and Morton providing HPC training from their home bases, to personnd a
other dtes. After attending the Kansas Chautauqua in August 2000, it was obvious to
Morton that an AGN a U. Montana was a necessity. It would add immensdy to existing
projects, and it would serve as necessxy infrastructure to ultimatdy stimulate more,
gpatidly distributed projects.



The new Asxociate Vice Presdent for Information Technology shared Morton's
enthusasm, and saw the vadue in having an AGN. A mesting with the Vice Presdent for
Research, dong with a presentation to the campus community, culminated in the UM
Research  Office committing approximately $60,000 for necessary room modifications
and AGN equipment. As of mid-January 2001, the room has been modified and
equipment is being assembled. Estimated debut of the UM AGN is late January 2001.

Initid use of the AGN will be to fadilitate collaboration in a beginning NSF EPSCoR
project, Northern Rockies Center for Applied Computational Science. The purpose of the
project is to promote HPC among Montana researchers by proactively helping them move
their research into the reim of pardld computers. The project enjoys collaborations
with ARSC, and with researchers & Montana State Universty (210 miles east of UM).
Travel funds were built into the budget to aid with these collaborations, but an AGN will
now dlow for more frequent face-to-face meetings. Morton and ARSC, in conjunction
with another EPSCoR date supercomputing center, are exploring the posshbility of jointly
teaching a course in parale computing, ddivered over the Access Grid.

Other immediate uses will be to provide access to remote seminars for locd students and
faculty.  Additionaly, Morton has been engaged in interdisciplinary projects with
Universty of Alaska researchers for severad years, but communication has dways been
difficult, patly because of the different "languages' spoken among researchers from
other disciplines. Even more problematic has been engaging computer science students
in the work, trying to "rdlay” information to the sudents. Now, with an AGN, they will
be ale to hold smdl meetings condasing of one or two UM researchers, an ARSC
pecidist, Morton, and a student or two who would ultimately be doing the actua work.
In fact, one U. Alaska researcher has agreed to pay an undergraduate student's travel,
room and board for a summer in Farbanks, and the Access Grid will now dlow dl to
meet beforehand and coordinate the project.

Future plans for the UM AGN are to promote it in disciplines other than computationd
sience, and play an active role (while producing interesting projects for students) in
future growth and enhancements in the Access Grid infrastructure.  Faculty and students
from a diverse group of disciplines will be "introduced” to the UM AGN and provided a
chance to collaborate and meet with groups at other facilities.

All in dl, the presence of an Access Grid Node removes, in a dgnificant way, the
isolation experienced by Montana researchers and educators. Now, for the firgt time,
personnd will be able to paticipate, on a lage scade in naionad and internationa
meetings.  Researchers will be able to enjoy hedthier collaborations across vast
disances. And, what makes this dl s0 incredible is that these same people will be able to
keep living in one of the most beautiful areas on Earth!



Problems and Future Directions

The current AG technology has certain limitations, but that is part of the purpose of this
retreat--to identify areas of concern to enable the development team to decide where to
focus ther energies next. Many of those in the "resource poor" regions lack the
expertise to eadly connect to the Access Grid. Taking the time necessary to ingtdl and
operate an AGN is prohibitive a numerous inditutions and this difficulty is only
compounded when locd expertiseislacking. Key areas of concern are:

Purchasng and ingdling AGN components requires a significant amount of patience,
experience, or willingness to learn a lot of technica materid. Jumping in to cregte an
AGN dill requires a huge time commitment, prohibitive a some organizaions
There appears to be work in the creation of Plug 'n Play AGN's, and this is absolutely
necessary if we are to move AGN's out of "geekdom" and into the redm of more
"normal" environments.

As with numerous beginning, digtributed, projects, there is a far amount of technicd
information available on the Web, but it is digoint, not criticaly reviewed for
changes and errors, and sometimes hard to find. Even if a centrdized index of dl
these Stes was crested (and there are initiatives to do that), it would ill be digoint
and very difficult to use, and its accuracy would adways be in question. A
comprehensve "Dummies Guide’ is cdealy needed.  Although a "cookbook™
gpproach might be helpful to some users, telling operators what to click when, there
should be a source that spends a lot of time on background and theory, trying to foster
an underslanding of the entire AG infrastructure and the role an AGN plays in this
environmen.

Cog is sometimes the determining factor for a collaboration choice other than an
Access Grid Node.

The focus of the AG is group-to-group communications and grest drides have
occurred in the past year in this effort. However, discusson of the current AG
technology limitations is one focus of this retreat--to identify areas of concern to
enable the development team to decide where to direct their energies next. One very
important factor to enable the AGN to compete with (if not accommodate) the H.323
protocal, will be the availability of a secure "AG in a Box," adle to be run by a single
operator who is not an expert in audio-visud technology.

We are dl familiar with the “can you hear me’ syndrome at the beginning of each AG
session when the audio levels are checked, etc., by the node operators. The analogy of a
telephone comes to mind. Nearly anyone can make a point-to- point telephone cal;
however, if you want to talk with seven people in various locations, you can’t cal them

al a once (unless your teephone is much more sophigticated than mine) without the
assigtance of an operator. With an AGN, you can reach one person at one Site or a many
geographically dispersed sSites, but each site currently needs an “operator.” Perhaps we
should congder the merits of having an AGN virtud operator--a system whereby users



(with minima training) could indicate who would be included in the sesson, the Sart
time, and the room reservation. At the appointed time, the participants would go into the
AGN (which isaways left running) and participate. The only thing the user would have
to do would be to indicate the end of the sesson. Thisisnot asmple solution, but is
offered to simulate discusson.

Conclusion

Access Grid Nodes offer, for the firgt time, a means for geographicaly isolated sites to
collaborate in a naturad manner.  Organizations may now share their locd pools of
expertise with others and, in turn, may now access expertise to make up for loca
shortcomings.  In effect, the World Wide Web evolves towards collaborative webs of
expatise.  Sgnificantly, it is now possble to imagine smal organizations in remote aress
contributing to these collaborative webs, and benefiting from them. Everyone gains from
this increased access to information and collaboration.

It is important for EPSCoR sates to recognize and adopt this emerging opportunity, and
it is important for them to have a rdatively panless goproach for connecting to the
Access Grid.  Funding issues dill exis and may require innovative solutions.  The
pioneering efforts of numerous groups have clearly opened the doors for others to follow,
and it is beieved that an evolution towards turnkey AGNs will make it possble for more
organizations to paticipate, and for more disciplines within each organization to
participate.
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