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Abstract —The theoretical basis for the application of sensitivity and uncertainty (S/U) analysis methods
to the validation of benchmark data sets for use in criticality safety applications is developed. Sensitivity
analyses produce energy-dependent sensitivity coefficients that give the relative change in the system
multiplication factor kg value as a function of relative changes in the cross-section data by isotope,
reaction, and energy. Integral indices are then developed that utilize the sensitivity information to quantify
similarities between pairs of systems, typically a benchmark experiment and design system. Uncertainty
analyses provide an estimate of the uncertainties in the calculated values of the sygtiume ko cross-
section uncertainties, as well as correlation in thgs kincertainties between systems. These uncertainty
correlations provide an additional measure of system similarity. The use of the similarity measures from
both S/U analyses in the formal determination of areas of applicability for benchmark experiments is
developed. Furthermore, the use of these similarity measures as a trending parameter for the estimation of
the computational bias and uncertainty is explored. The S/U analysis results, along with the calculated
and measured ¢ values and estimates of uncertainties in the measurements, were used in this work to
demonstrate application of the generalized linear-least-squares methodology (GLLSM) to data validation
for criticality safety studies.

An illustrative example is used to demonstrate the application of these S/U analysis procedures to
actual criticality safety problems. Computational biases, uncertainties, and the upper subcritical limit for
the example applications are determined with the new methods and compared to those obtained through
traditional criticality safety analysis validation techniques.

The GLLSM procedure is also applied to determine cutoff values for the similarity indices such that
applicability of a benchmark experiment to a criticality safety design system can be assured. Additionally,
the GLLSM procedure is used to determine how many applicable benchmark experiments exceeding a
certain degree of similarity are necessary for an accurate assessment of the computational bias.

*E-mail: reardenb@ornl.gov

340



CRITICALITY SAFETY VALIDATION 341

I. INTRODUCTION for that experiment. The expected computational bias of
the design system is established through a trending analy-
The American national standard for nuclear critical-sis of the bias for all of the selected critical experiments
ity safety in operations with fissionable material outsideas a function of their physical characteristiesy., H/ X,
reactors, ANSIANS-8.1-1998(Ref. 1), allows the use EALF, etc). The uncertainty in the bias is established
of calculations in the determination of subcritical limits through a statistical analysis of the trend.
for the design of fissionable material systems. The stan- With the use of traditional validation techniques, the
dard requires validation of the analytical methods anestablishment of the area of applicability and selection
data used in nuclear criticality safety calculations in or-of a trending parameter is limited to the engineering judg-
der to quantify any computational bias and the uncerment of the criticality safety analystswho have esti-
tainty in the bias. The validation procedure must bemated that the actual critical conditions of the design
conducted through comparison of the computed resultsystem can be computationally predicted within the lim-
with experimental data, and the design system for whiclits of the bias and uncertainty established using the bench-
the subcritical limit is established must fall within the marks. For design systems that have few or no benchmark
area of applicability of the experiments chosen for vali-experiments with similar physical characteristics, it is
dation. The standard defines the atenareagof appli-  difficult, even through expert judgment, to assess the
cability as “the limiting ranges of material compositions, coverage of the system within the area of applicability of
geometric arrangements, neutron energy spectra, and otlibe available experiments. Some examples of systems
relevant parameter®.g., heterogeneity, leakage, inter-for which limited applicable benchmark experiments are
action, absorption, etcwithin which the bias of a com- available include

putational method is established.” For design systems 1. intervening materials and configurations used in

that fall outside the area of applicability of available
experiments, the standard allows for the use of trends in
the bias to extend the range of the experimental condi-
tions. The standard further states, “Where the extension
is large, the method should be supplemented by other
computational methods to provide a better estimate of
the bias, and especially its uncertainty in the extended
area(or areay and to demonstrate consistency of com-
puted results.” The standard provides no guidance with
respect to the determination of what constitutes a valid
area of applicability, under what conditions a given sys-
tem is considered to fall outside an area of applicability,
or when any extension outside the area of applicability is
considered to be large.

In compliance with the standards, the nuclear criti-
cality safety community in the United States typically
evaluates the computational biases and uncertainties of
its computational methods and nuclear data through the
use of trending analyses. For a traditional trending analy-
sis, a suite of critical-experimental benchmarks is se-
lected with physical characteristics that are similar to the
corresponding values in the design system for which the
subcritical limit is to be establishédSome physical char-
acteristics used to evaluate system similarity are fissile
elements), fissile concentration, moderator type, geo-

the packaging of unirradiated and irradiated fis-
sionable materials for transport and storage

. fissionable material operations involving neutron

interaction between high-neutron-leakage fission-
able material units

. neutron reflector influences on large systems of

heterogeneous fissionable material uriesg.,
packaged waste and weapon components or reac-
tor fuel)

. operations involving mixed weapons-grade plu-

tonium and uranium oxides with varying degrees
of neutron moderation

. operations involving fissionable materials that

have a predominance of fission chains initiated
with intermediate neutron energies such as sys-
tems of damp oxides of low-enriched to moder-
ately enriched damp uranium, damp oxides of
plutonium or?33U, systems using large quantities
of thermal ¥v or resonance neutron absorbers

. irradiated and spent-fuel configurations in trans-

port and storage.

Because of increasing costs to perform experimental

metrical configuration, hydrogen-to-fissile atom ratiosmeasurements, the reliance on computational methods
(H/X), average neutron-energy group causing fissionhas increased. For the example systems mentioned ear-
and energy of average neutron lethargy causing fissioler, and others, the applicability of available benchmark
(EALF). Typically, the trending parameters are calcu-experiments to perform criticality validations is suspect.
lated as averages over the entire benchmark experimert.more formal procedure is needed to assist in the defi-
Each of the experiments in the benchmark suite isition of the area of applicability such that the similarity
modeled with the same code and data that will be used iof experiments and design systems is quantifiable and
the criticality safety analysis of the design system. Thdess reliant on varied judgments. For design systems that
difference between the measured and calculated value ektend beyond the area of applicability, especially where
the effective neutron multiplication factégs of a criti-  the extension is large, a method for predicting the com-
cal experiment is considered to be the computational bigsutational bias and its uncertainty is needed.
VOL. 146
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With the joint support of the U.S. Nuclear Regula- Il. TRADITIONAL TRENDING ANALYSIS
tory Commission and the U.S. Department of Energy’s
Nuclear Criticality Safety Program, Oak Ridge National

; Before formally introducing the &J techniques for
Laboratory(ORNL) has been working to

criticality safety analysis validation, a review of a repre-

. . ) sentative traditional trending techniqgue commonly used

1. devise a rigorous physics-based approach for thgy criticality practitioners is presented. Where analytical
determination of system similarity, which can be methods are used to predict the criticality condition of a
used to assess coverage of a design system Withijbsign system, the American National Standard ANSI
the area of applicability of critical experiments ANS-8.17-1984(R1997) (Ref. 7) requires that the

2. formulate the methodology and approach need
for determination of the computational biases an
uncertainties due to experimental descriptions,
computational methods, and nuclear data

3. develop the software tools needed to implemen\fvhere

e(aalculated multiplication factokg shall not exceed a
dnaximum allowable value established as

ke = k — Ake — Ak, — Ak, | (1)

the methodology ks = the calculated allowable maximum multi-

S . . lication f Kefs OF th m being eval-

4. provide illustrations and example guidance for Eaigzjoforacrt%rrﬁ%? gre g?/esél?blebeab%grrial
the applications of these biases and uncertainties conditions or events:
for defensible margins of subcriticality and safety. ’

k. = the meark.¢ that results from the calculation

To achieve these goals, prototypic sensitivity and
uncertainty(S/U) analysis methods have been designed
for use within the &ndardized Gmputer Aalyses for
Licensing Evaluation(SCALE) code system®The ba-
sis of these analysis techniques is that systems with neu-
tron multiplication factors that exhibit similar sensitivities
to perturbations in the neutron cross-section data on an
energy-dependent, nuclide-reaction specific level will
have similar biases due to the computational method and
nuclear data used in the criticality safety analysis. To
quantify the similarity between a particular experiment
and a design system, two types of integral indices were

of the benchmark criticality experiments using
a particular computational method. If the cal-
culatedkess values for the criticality experi-
ments exhibit a trend with a parameter, then
k. shall be determined by extrapolation on
the basis of a best fit to the calculated values.
The criticality experiments used as bench-
marks in computind. should have physical
compositions, configurations, and nuclear
characteristicgincluding reflectors similar

to those of the system being evaluated;

derived. Each of these integral indices consists of a  Aks = an allowance for

bounded single value that determines whether or not the - o
design system falls within the area of applicability of a @ gtratt)lgttlhc?r: 'gecggrﬁeﬁtiggi l&h(.:ertamtles,
given experiment. The first integral indé&,,is based P s

only on sensitivity data and gives a measure of the com- (b) material and fabrication tolerances;
monality of theker response of an experiment and a (c) uncertainties due to limitations in the geo-
design system to perturbations in the cross-section data. metric or material representations used
The second integral indecg couples the sensitivity data in the computational method:

with tabulated cross-section—covariance data to give a ’
correlation coefficient that provides a measure of the Ak, = a margin for uncertainty ik; which includes

shared variance, due to cross-section uncertainties, in
the computed value d{. for the design system and a
given experiment. Each of these integral indices can be
used in advanced trending studies to predict the compu-
tational bias and its uncertainty as a function of system
similarity. Independently, but in comparison with the in-
tegral indices, an implementation of generalized linear-
least-squares methodolo@gLLSM) rigorously predicts
the computation bias of a design system based on the
sensitivity, cross-section—covariance, and experimental
uncertainty data.

This paper provides the theoretical development of
each of these tools and provides example applications
and guidance for their use.

NUCLEAR SCIENCE AND ENGINEERING

allowance for
(a) uncertainties in the critical experiments;

(b) statistical or convergence uncertainties,
or both, in the computation d{;

(c) uncertainties due to extrapolation kf
outside the range of experimental data;

(d) uncertainties due to limitations in the geo-
metrical or material representations used
in the computational method

Ak, = an arbitrary margin to ensure the subcritical-

ity of Kks.
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Consistent with the requirements of ANBNS-8.17- The USL; approach isillustrated in Fig. 1 where the
1984 (R1997, a criticality code is typically validated computed values &€ are trended against some generic
against a suite of critical experiments to define an uppeparameter. In Fig. 1 the computkgl; values for 12 crit-
subcritical limit(USL) for design systems. According to ical experiments are shown with their associated uncer-
the standard, the computé&g; value of a design system tainties as error bars. The solid line depi&tgt), the
(i.e.,ks) should not exceed the maximum acceptable valudinear regression fit to the computed data. Curves repre-

This is expressed as sentingk:(t) — w(t), ke(t) — W, and USL; are also shown.
Because of the disallowance of positive biases, the USL
ks+ 20 =USL=1.00+pB—AB — Ak , 2 curve has a constant value whégét) exceeds 1.0. The

whereo is the standard deviation of the computed valuéjrosmve bias adjustment k(t) — Wis noted in Fig. 1.

k. and represen the computatonalbis and un 0 °/WAIS e USLTor s deson applcation, usio (e
certainty in the bias, respectivélyFor critical experi- PP ' 9p

ments, the computational bias is the difference betweegleSIgn application would be assessed, and the;Ukgl

I .~ “value would be read from Fig. 1. Then, becaW§ds
the mean value ofkg; calculated for the critical experi- o S
mentsk, and 1_00_;”’3 —k.— 1.0 . In practice cer?ain computed only within the range of applicability, the sta-

critical experiments may exhibit calculatédy values tistical approach used in the calculation USloes not

~1.0, leading to a positive bias and reducing the regillow for extrapolation outside of the range of applica-

quired subcritical margin for the design system. How-g'r“etyrgf gi]reegh?ﬁgnvgﬁgd&%gasrﬁgﬁéeg éfs\i(;rlig(t)elgtl%ns
ever, regulatory impositions typically have not aIIowedplace ng '

for a positive computational bias; thy3js either nega- . - .

tive or zero. The quantityk., is often referred to as an In the LTB method, statistical techniques are used to

o . X , etermine a combined LTB plus administrative margin
administrative mar %‘hlﬁa(”edgcoﬂ:i”gyoagsége”peedn jir‘]’;'“ kn. The USL obtained with this method is defined as
on the application and regulatory guidance. USL,(t) = 1.0—(C,/,-s,) + B(t) , (4)

Two commonly used approaches for the calculation . . . .
of the USL based on a suite of criticality experimentsNeres, is the pooled variance for the linear fit to the
covering a particular area of applicability af@ confi- datakc(t);'(_ia/p is a statistically determined multiplier
dence band with administrative margin, referred to aor @ specified confidence and probabilityp. The term
USL,, and(b) single-sided uniform-width closed-interval Ca/p-S, Provides an LTB such that theredsconfidence
approach, also called the lower tolerance b&b@B) andp probability that a future criticality calculation of a
method, and referred to as US(Ref. 2. The statistical d€Sign system will lie above the LTB. The tey,, -,
analysis used in the computation of USand USL is &N gil_so bg used to_prowde a_statlstlcal estimate of the
valid only within the range of applicability of the chosen @dministrative subcritical margitik,. MoreoverAkpy is
trending parameter. The range of applicability is the por-
tion of the area of applicability pertaining to the single
selected trending parameter. Any extrapolation outside
the range of applicability requires a different statistical
treatment. The USL obtained with the first method as a
function of some trending parameteis defined as . L

1.02 ————— T

USL,(t) = 1.0— Ak, — W+ B(t) . (3
The confidence bandwidtW provides a statistical esti- 0.98 : : T ]
mate for the uncertainty in the biag3, which accounts I kw3
for uncertainties in the experiments, computational . P Ak, ]
method, and data. The maximum valué/Ns evaluated .5 09 - vst, )

at the endpoints of the range of applicability of a confi- I ~’
dence banav(t), which is based on a statistically spec- : : ]
ified confidence levell — v,), and the calculate#q; 0.94 - : sty ]
values for the critical experiments. The lower confi- |

dence limit, which isk.(t) — W, provides a(1 — vy1)

confidence that the calculatégds values for the critical ~(Traditional Range | _
experiments are above the lower confidence limit. The | Extrapolation; _of Applicability) ;  Extrapolation ]
confidence band is directly proportional to the standard ; ‘ ]

0.92 ; Interpolation

0.9 Lot A R N R

deviation in the data and the specified level of confi- Value of rending parameter,
dence. A higher confidence level or larger standard de- ’
viation will lead to a larger value oiv. Fig. 1. Example trending analysis diagram.
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the difference betwee@,,-s, and the confidence band and
W (i.e., Aky = C,/,-S, — W). Both USL; and USL,

values are computed by the USLSTATS computer code. N =A+61, (6)
Example uses _of the traditional trending methodologies
are presented in Sec. VII.B. wheresA andsB represent small linear perturbations in

their corresponding transport operators ahdrepre-
sents the resulting change in the eigenvalues. The per-
[1l. SENSITIVITY ANALYSIS TECHNIQUES turbed transport equation can be written in the form

As an alternative to the traditional system-averaged [A—=)NB']¢p'=0 . (7)
trending parameters, ORNL has utilized sensitivity tech-
niques to provide a quantifiable physics-based measufBhe equation adjoint to Ed5) is
of the similarity of a design system and an experiment.
The similarity measure can be used to determine whether [A* — AB*]¢* =0 , (8)
or not a design system falls within the area of applica-

bility of an experiment. With the sensitivity methods, thewhered;* is the adjoint flux, also known as the impor-

similarity measure is based on the energy-dependentynce function, and\* andB* are the adjoint operators
nuclide-reaction specific sensitivity &t to the cross- corresponding té andB.

section data. Based on the sensitivity, where a design i % ; ;
system exhibits a certain degree of similarity to the ex- hasl\,/(latflstlppalt)(lzlggylii?dg) by ¢7, and integrating over all
periment, the design system is deemed to fall within thg '
area of applicability of the experiment. (¢*(A — NB')o') = 0 )
[I.A. Sensitivity Theory
where( ) represents integration over all phase-sgaoe
Sensitivity coefficients are defined physically suchume, energy, and directiopn

that they represent the percentage effect on some system Expanding Eq(9) in terms of Eq.(6) yields
response due to a percentage change in an input param-
eter. For fissionable material systems, one of the appro- (4+(A — AB + 6A — A6B — B6A — 5A8B)$') = O .
priate responses is the system multiplication fa&tg
The sensitivity coefficients are typically presented as pro-
files, where the change iy due to perturbations of the
cross-section data is given as a function of cross-sectiozq

(10)

sing the property of adjointnefise.,(¢p*(A— AB)¢') =
¢’ (A* — AB*)¢*)) and Eq.(8) to reduce the number of
terms yields

energy. These sensitivity profiles can be generated fo
each material in the system and may include variou
nuclear reaction&.g., scatter, absorption, fissicas well
as the neutron energy distribution from fissignand
average number of neutrons emitted per fission (¢"(6A— A6B —BOA —0A0B)¢p") =0 . (11)

In this work, the sensitivity coefficients are calcu-
lated using the well-established adjoint-based perturba&quation(11) is further simplified by ignoring the second-
tion theory approacPr.*3The full derivation of the general order perturbation tersASB) and substitutings’ with
procedure is not given here; however, the specific theory, indicating that the perturbations in the transport op-
for the generation e sensitivities is presented below. erators do not cause significant perturbations in the flux

For the full derivation of the general sensitivity equa-solution. The eigenvalue perturbation becomes
tions, the reader is referred to Ref. 13.

The Boltzmann transport equation is written in the SA {(Pp*(SA— ASB) o)
form — = . (12

A (¢"(AB) )
[A-AB]J¢ =0, ©)

whereA andB are loss and production operatogsis the
angular neutron flux, and represents the eigenvalues
where the largest eigenvalue igkl;. Define perturbed
transport operators and the perturbed eigenvalues as

L[ 0A AaB
A =A+6A, S, 0A « ¢ 024 02y ¢

B'=B+6B, A0S, A ($"Bd) - (13

Substituting the perturbation terms with partial de-
rivatives with respect to a particular nuclide-reaction pair
cross sectioit, the relative sensitivity o becomes

NUCLEAR SCIENCE AND ENGINEERING VOL. 146 MAR. 2004
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Note that sinc_e_\ = 1/Kess, thenoA/A = —akeﬁ/keff such (Scs. Dot = S, . F 22 D850 S w0 So s
that the sensitivity ofks to some macroscopic cross e v G
section, is defined as (17)

Sy Ko Sy A wherei is summed over all parameters that are depen-
T B Y P dent on the groupwise cross sectibyy andy andh are
eff Tex X summed over all nuclide-reaction pairs and energy groups

A 1 B that are dependent om;. The implementation of this
<¢* <_ R — _> > methodology is explained in more detail in a companion
Sy 02y Kerp 024 paper®
- Q B - (19 As examples, sensitivity profiles f@#5U fission for
<¢* — > three critical systems are shown in Fig. 2. Each of these
Kt systems is from the LEU-COMP-THERM-032 series

) ) of experiments from thdnternational Handbook of
In practice, th&/A/9%, anddB/d% terms in Eq(14)  Eyaluated Criticality Safety Benchmark Experiméhts
are simple functions of the scattering, capture, and fisqECSBE). This series of experiments consists of water-
sion cross-section data. The evaluation of Bef) then  fi5oded lattices of U@ fuel pins enriched to 10 wt% in
becomes an integration of the forwa'rd and adjoint fluxe2ssyj The first two sensitivity profiles shown in Fig. 2
and the cross sections over the entire phase-space. e for tightly packed lattices at 20 and 266 respec-
Typically, the energy dependence of the Crossyjyely, The third sensitivity profile shown in Fig. 2 is for

section data is represented by averaging3heuanti-  {he seventh core detailed in the experiment evaluation, a
ties over an energy groupand is represented & . |oosely packed lattice at 20.

Insertion of these group quantities into E(_q.4) yields As depicted in Fig. 2, the energy-dependent re-
the sensitivity ofkes to perturbations in a single energy sponse oke to perturbations in thé3sU fission cross-
group of a particular nuclear-reaction pair as section data for the first system is similar to that of the
sk second system. The shape and magnitude of the profile
xg TTeff (15) for the third system are different from those of the first
Kett 024 g system. Had the first profile been generated for a design
system and the second and third profiles for benchmark
Wheng is varied to obtain the sensitivity for all groups, experiments, the second system would exhibit more sim-
which span the energy range of interest, an energytarities to the first than does the third. Thus, the second
dependent sensitivity profile is generated. system would be more applicable to the criticality code
The implementation of first-order adjoint-based senvalidation of the first system. Sensitivity profiles could
sitivity analysis used to develop E{l4) is consistent be generated to compare the response of each of these
with that developed for and used previously in the FORSSystems to perturbations of other nuclide-reaction pairs
code system at ORNIRef. 13. However, it has been to provide a complete analysis of system similarity and
demonstrated that this methodology is incomplete andemonstrate the ability of the benchmark experiment to
only accounts for the explicit effect due to the perturbavalidate the particular reaction over the energy range.
tion of the macroscopic cross-section data componentlthough it is instructive to assess similarity by visually
in the criticality calculatiod? The sensitivity coeffi- comparing the sensitivity profiles of one system to those
cients as computed in E¢15) require another term to of another, the effort required to use such a manual pro-
account for the first-order implicit effect of perturba- cedure in a production environment is prohibitive. Fur-
tions in the material number densities or nuclear datéhermore, the establishment of a consistent quantitative
upon the shielded groupwise macroscopic cross-sectianeasure of system similarity would be difficult.
data. The implicit portion of the sensitivity coefficient is

Sk,zx,g =

defined as [11.B. Sensitivity-Based Integral Indices
In order to automate the process of assessing system
w; 03y Lo L : ~
S, I 9 (16) similarity based on the sensitivity profiles, the develop
Sk dwp ment of a number of different sensitivity-based integral

indices has been studied in this wdfkThe objective is

wherew; is the number density of a particular materialto produce a single index that quantifies the similarity
or a certain nuclear data component. The sensitivity cosetween two systems, such that this single index could
efficients defined in Eq(16) can be propagated to the be used for the determination of applicability and as a
Ker SeNSsitivity via the chain rule for derivatives. Where trending parameter.

the implicit sensitivity is added to the explicit sensitiv- Initially, parameters using the absolute value of the
ity, the complete sensitivity coefficient, accounting for sensitivity differences by group were developed. These
both the explicit and implicit terms, can be presented asD” values are defined as
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1.0ECC LCT-32 CASE 1 1J-235 fission 1
Positive ———

LCT-32 CASE 2 IJ-235 fission
Positive ——————

LCT-32 CASE 7 IU-235 fission
Posfiive —a——— 1

5.0E-01 _

1.0E-01 L

5.0E-02 _

1.0E-02
5.0E-03 _

1.0E-03 _
5.0E-04

1.0E-04 _
5.0E-05 _

Sensitivity per unit Lethargy

1.0E-05

5.0E-06 _

10E-06 —— 5 B
5.0E-07 _
N ]
S
B
1.0E-04 1.0E-02 1.0E00 1.0ED2 1.0E04 1.0E06

Energy (eV)
Fig. 2. The?3%U fission sensitivity profiles for LEU-COMP-THERM-032 cases 1, 2, and 7.

NG i o veloped. These sensitivity-based indices correspond to
D; = E > 1Sy~ Shel the summation of the product of the sensitivity coeffi-
I=1g=1 cients for two systems over energy groups and nuclides,

normalized such that when summed over nuclides and

N G

De= > > IS — S8il reactions, arE value of 0.0 indicates the systems are
i=1g=1 totally dissimilar and arE value of 1.0 indicates the
N G two systems are precisely the same. Hhealues are

D=5 |s2d— el defined as
i=1g=1 N

— -1 a,i Q€ i
and Ei=M zlgglsfgsrg,
Dsum= Dy + D¢ + Ds (18

whereSis a simplified notation for the sensitivity coef- i=1g=1
ficient as defined in Eq.17) for the safety application, 4,4
or experimental configuratioe, to the capturgc) or
scattering(s) cross sections, or td for energy groum VD cnice
and nuclidel with the total number of energy grous Es =M > S3S
and the total number of nuclidéé

The usefulness of these integral indices was demorwheref, ¢, ands denote the fission, capture, and scat-
strated in that clear patterns could be detected when cortering reactions, respectively. The normalizing denomi-
pared to traditional trending analyses for criticality safetynator is defined with a sum ove¢ representing each
validation® However, because these indices are unfeaction as

i=1g=1

normalized, the establishment of consistent limiting val- N G N G 12
ues was not possible. Therefore, an alternate form of M = 2{2 > (S>> ( e,é)Z} )
sensitivity-based integral indices, denotedzasvas de- x li=tg=1  i-1g=1
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CRITICALITY SAFETY VALIDATION 347

Finally, the summative value is defined as theT(E) value relating application to experiment for
reactionx of nuclidei is
Equm= Ef + Ec + Es . (19

dEXe’ia
If the groupwise sensitivity data for fission, capture, and T(E)S2= ’ (21)

scattering reactions for all nuclides for each system are dES?
thought of as vector, then the integral indéxyis the If the nuclide-reaction pair is less important in the
cosine of the angle between the two sensitivity vectorgepnchmark experiment than the applicati®fE) has a
for the analyzed systems. If the two sensitivity vectors giye <1.0. If the importance of the nuclide-reaction
are parallel, i.e., proportional, the systems are similanir i the benchmark experiment is greater than or equal
Mathematically, arEsum value as low as-1.0 could be 14 the importance in the applicatiof(E) is =1.0. Thus,
generated, but this would be the result of a rare combig,e humber of benchmark systems witvalues near or
nation of system sensitivity coefficients such that theyreater than 1.0 is an indicator of benchmark coverage
sensitivity of the respective system responses would havg, 4 given nuclide-reaction pair. Care must be taken in
to be exactly proportional in magnitude and opposite i yse ofT(E) in that if the sensitivity for an experi-
sign, which seems not to be physically feasible. As withyent greatly exceeds that of the application for a portion
the case of afsymvalue of 0.0, this would indicate that f the spectrum, but is much less than the sensitivity of
the systems are dissimilar, or rather "antisimilar.” Theihe gpplication over another portion of the spectrum, an
Esumparameter is considered global in nature because itgyificially high T(E) value can result. Recent studies
single quantity assesses similarity between two systemg, e investigated the development of a new parameter to
b_ased on th_e magnitude and shape of all sensitivity proyyqress this difficulty?
files for fission, capture, and scatter. _ Returning to the example systems described in
Itis also possible and sometimes desirable to progec |1 A, with sensitivity profiles shown in Fig. 2, the
duce values analogous Ea, for each isotope-reaction gjohalE . values relating the first system to the second
pair, such that similarity can be assessed on a reactiofing the third are 0.9883 and 0.7223, respectively. The
and nuclide-specific level. For this purpose, an addi—l—(E) values for23sU fission of the first system com-
tional parametedE is defined from the equations above 4164 10 the second and third are 0.9843 and 0.8484,
by omitting the nuclide and reaction summations in th&espectively. Since higher-valued integral indices repre-
numerator and the reaction summation in the denomingsent more similarity, the methodology has quantified, on
tor. Thus, thedE value for reactiorx of nuclidei be- o 5 systemwide and nuclide-reaction specific basis,

tween applicatiora and experimene is defined as that the second system exhibits more similarities to the
G o first than does the third.
> SteSty
dESE = o . (20

NG L C\V? IV. UNCERTAINTY ANALYSIS TECHNIQUES
(2 S (2SS <s:v'g>2)
i=1g=1 i=1g=1 .
An alternative and complementary approach to ex-

The dE values relate, on a system-to-system basisploring the similarity of systems based solely on the use
the similarity of various nuclide-reaction pairs. Theseof sensitivity data is the use of uncertainty analysis, which
values are normalized such that when an application isropagates the tabulated cross-section uncertainty infor-
compared to itself, the sum over nuclides for a givemrmation to the calculatekk¢ value of a given system via
reaction type(i.e., capture, fission, scatjeis 1.0. This the sensitivity coefficients. This technique is similar to
allows for similarity determinations for a particular re- that employed in previous studies involving the valida-
action among various nuclides. tion of data for use in the design of fast reacttrMath-

With thedE parameter, the particular nuclide-reactionematically, the system uncertainty is computed with a
pairs that cause two systems to be similar or dissimilaquadratic product of the groupwise sensitivity profile
can be investigated. The magnitudes of tfevalues vectors by nuclide and reaction type with the cross-
show the relative contribution té for each nuclide with  section uncertainty matrices by nuclide and reaction type.
respect to its capture, fission, or scattering reactions. lithe result of this procedure is not only an estimate of the
addition, since the normalization requires that the sununcertainty in the systerke; due to cross sections but
over a given reaction will be only 1.0 if the two systemsalso an estimate of the correlated uncertainty between
are exactly the same, the sum overdfevalues for each systems. These correlated uncertainties can be repre-
reaction gives an additional indicator of the systemssented by correlation coefficients, which represent the
similarity. A method of utilizing this information in a degree of correlation in the uncertainties between the
simple manner was to defineTd E) value, which is the two systems. This parameter, denote@,asot only has
ratio of thedE value relating the two systems to td&  the desirability of a single quantity relating the two sys-
value of the application system related to itself. Thustems but also measures the similarity of the systems in
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terms of related uncertainty, not just the related sensitiwhereda,, andda, represent the difference between the
ity. These correlation coefficients are particularly usefulvalues and expectation values of the nuclear data param-
when used in traditional trending analyses for criticalityeters and ) represents integration over the rangesof
safety validation in that the correlation coefficient re-and «, weighted with a probability density function. A
lates the degree in which the uncertainties in the criticatigorous definition of the cross-section—covariance data
benchmarks are coupled with the uncertainties in thé given in Ref. 21.

application of interest. This coupling with the common  The matrix containing sensitivities of the calculated
uncertainties in the various systems is expected to closekg to thea parameters, where each matrix entry is con-
mimic the coupling in predicted biases between the varsistent with Eq(17), is given as

ious systems since they should both be related to the ok
cross-section uncertainties. The underlying assumption g = n 98 . i=12,...1'n=12,...M ,
in this approach is that the cross-section—uncertainty data ki dap

for all nuclides and reactions of interest have been eval- (24)
uated and processed for use by these procedures. How-

ever, evaluated cross-section—uncertainty data are netherel is the number of critical systems being consid-
available for all nuclide-reaction pairs. Nuclide-reactionered. The uncertainty matrix for the systéqy values,
pairs without available data are omitted from this analy-Ck, iS given as

sis, but it is assumed that either the cross-section data +

values from these pairs are well knouire., small un- Cik = SkCaa Sk (25

certainties or the sensitivity of the systetk to these  \yhere t indicates a transpos® is anl X M matrix,
nuclide-reaction pairs is small. Where these assumptions__ is anM x M matrix, and the resultinG . matrix is
hold, the nuclide-reaction pairs without cross-sectionuf dimensionl X I. The C, matrix consists of relative
uncertainty data present a negligible contribution to the;ariance values:? for each of the critical systems under
uncertainty-based analysis. For situations where this Ne@onsideratiorithe diagonal elementsas well as the rel-
ligible contribution assumption is judged not to be valid, ative covariance between systemg (the off-diagonal
the use of uncertainty analysis is not appropriate. elements. These off-diagonal elements represent the
Two steps are required in the determination of theshared or common variance between two systems. The
uncertainties in the calculated values of the system mUltlof-f_diagona| elements are typically divided by the square
pllcat_lon fa_ctor:(a) the estlmatlon and processing o_f un-yoot of the corresponding diagonal elemefite., the
certainties in the cross-section data éojdhe propagation  respective standard deviatiorts generate a correlation

of those uncertainties to the systekagvalues. The tech-  coefficient matrix. Thus, the correlation coefficient is
niques for processing cross-section-uncertainty data affined as
establishetP2% and will not be discussed here. Cross-

section—uncertainty data in the evaluated nuclear data Uijz

files (i.e., ENDFB-V) are limited to select isotopes; how- G = (oi0) (26)
ever, those data that are available have been processed H

for use with these techniques. such that the single, value represents the correlation

Given uncertainty information for the cross sectionscoefficient between uncertainties in systeand systenj.
for all nuclides and reaction processes that are important These correlations are primarily due to the fact that
to the system of interest, it is possible to estimate théhe uncertainties in the calculatédy values for two
uncertainty in the calculated system multiplication fac-different systems are related since they contain the same
tor due to these data uncertainties. materials. Cross-section uncertainties propagate to all

The nuclear data parameters are represented by tlsgstems containing these materials. Systems with the same
vectora = (a,), N =1,2,... M, whereM is the number materials and similar spectra would be correlated, while
of nuclide-reaction pairg the number of energy groups. systems with different materials or spectra would not be
The corresponding symmetrid X M matrix containing correlated. The interpretation of the correlation coeffi-
the relative variancegdiagonal elemenjsand covari- cient is the following: a value of 0.0 represents no cor-

ancegoff-diagonal elemenjsin the nuclear data is relation between the systems, a value of 1.0 represents
full correlation between the systems, and a value df0
| covlan, ap) represents a full anticorrelation.
Caa = D“TD’ Similar to thedE values defined previously, the

nuclide-reaction specific componentsopf denotedic,,
n=1,2,...M;p=1,2,...M, (22 are defined for comparison of specific nuclide-reaction
pairs between a given application and experimerTi(é)
where parameter is defined as the ratio of tthg value for an
experiment compared to an application to teg value
coV(an, ap) = (Sanday) (23)  of the application compared to itself as
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VI. GENERALIZED LINEAR-LEAST-SQUARES
(27) TECHNIQUES

xeaj

d
T(Ck)xeaj = d -
A T(c,) value of 1.0 or higher indicates that for a given =~ The GLLSM provides an alternative approach to tra-
nuclide reaction, the variance of the experiment is aglitional trending analysis for the determination of com-
great or greater than that of the application. putational biases. The GLLSM predicts cross-section data
Again, returning to the example systems describe@djustments that would produce the best agreement be-
in Sec. lIl.LA, with sensitivity profiles shown in Fig. 2, tween the measured and calculated valuek.ghased
the ¢, values relating the first system to the second an@n the entire set of benchmark experiments used in the
the third are 0.9946 and 0.7520, respectively. Tlig) data validation procesé. The effect of these cross-
values for?33U fission for the first system and compared section adjustments is then estimated through propaga-
to the second and third are 1.0205 and 0.4588, respetion to the computede, via the sensitivity coefficients,
tively. Consistent with the conclusion reached in regardor any system determined to be within the area of ap-
to these systems with the sensitivity-based integral indiplicability of the chosen benchmark experiments. The
ces, the uncertainty-based methodology has quantifiedjfference between th&.; values computed with the
on both a systemwide and reaction-specific basis, tha&tandard cross-section data and those computed with
the second system exhibits more similarities to the firsthe adjusted cross-section data gives an assessment of
than does the third. the computational bias. The inputs needed for such an
analysis are almost identical to those used in thi&) S
methods presented thus far: the sensitivity coefficients,
V. USE OF INTEGRAL INDICES AS the cross-section uncertainties, and the calculdigd
TRENDING PARAMETERS values. Additionally, estimates of the uncertainties in the
measureds values of the benchmark experiments are
The integral indice&s,mandc, can be used as trend- also required.
ing parameters in criticality safety analysis validation  One of the benefits of the GLLSM approach is that
studies. Using the same trending analysis tools denot only can the bias for a given application be estimated
scribed in Sec. Il, but substituting eithég,,or ccas the based on a particular set of benchmarks, but also the
trending parameter, the computational bias and unceeffect on the bias of the inclusion or exclusion of bench-
tainty can be determined. Because the integral indicesiark experiments can be determined. The adequacy of
measure the similarity of a benchmark experiment to athe benchmark set chosen for validation can be verified
individual design system, a separate trending analysigith this procedure. GLLSM can address how many ex-
must be conducted for each system of interest. This difperiments are needed and how much correlation is nec-
fers from the trending techniques presented in Sec. lessary to validate criticality codes within a particular
where the bias, uncertainty, and USL are determined asgea of applicability.
function of the specified trending parameter, and then
the bias and uncertainty functions are evaluated at the VI.A. GLLSM Theory
value of the trending parameter corresponding to each
design system that falls within the range of applicability = The GLLSM has been referred to as a data adjust-
of that parameter. Because of the definitions and normament procedure, a data consistency analysis, and even a
izations of the integral indicelsg,,andc, when used as data evaluation technique. The most appropriate descrip-
trending parameters, the evaluation of the bias and urnion of GLLSM for this particular application is that of a
certainty will always occur at the trending parametergeneralized trending analysis tool. The GLLSM “forces”
value of 1.0, which corresponds to the design systenagreement between the measured and calculated values
Furthermore, all benchmark experiments will have arof ke for the entire set of benchmark experiments used
Esum Or ¢k value <1.0 in relation to a design system. in the data validation process. The data adjustments that
Thus, the evaluation of the bias and uncertainty will alresult from the application of the GLLSM can then be
ways require some degree of extrapolation outside thesed to predict the biases for any application determined
range of the trending parameters, as shown in the right be within the area of applicability of the benchmark
side of Fig. 1. The evaluation of the computation bias ixperiments used in the GLLSM analysis. Functionally,
achieved through the same linear regression ofkidge the GLLSM can be thought of as a trending of a suite of
values as is used in the calculation of USind USL,,  critical benchmarks with respect to the cross-section cor-
but the uncertainty in the bias should be evaluated usingelation coefficient between the various systems. The
w(t), the functional confidence band, insteadwifthe  GLLSM has the capability of identifying experiments
maximum value ofv(t) within the range of the trending that contain inconsistencigge., the magnitude of the
parameters. Some sample trending analyses, comparintgeasured-to-calculatédy difference is larger than their
the use of various trending parameters, are presented d@mbined uncertainti@sA y2-consistency indicator is
Sec. VII. used to directly predict the overall consistency of the
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suite of benchmarks. A value gf* for each experiment The relative deviations of the calculated responses
is also available from the GLLSM tool. from their corresponding measured values are denoted
The vectorm = (m;), i = 1,2,... ], represents a with the vectord, the elements of which are

series ofkss measurements oncritical benchmark ex-

periments that are to be used in the validation of a code k(@) —m,
and dataset over a particular area of applicability for (d) = ki () '
criticality safety computations. The elements of thel

matrix of the relative uncertainties in the measurementshe uncertainty matrix for the absolute deviation vector

i=1,.... (33)

are given by taken relative to the calculationkly values is
cov(m;, m;) . . +
— |, i=1...1,j=1...1. (28 Cad = Cik T Crom — SkCam = Crma Sk »
m; mj
. . . . _ T t
For consistency with adjustments relative to the calcu- = $5CaaSk + Crm = ScCam — Crma Sk - (34)
latedkeg values, the elements of relative uncertainty ma- ) ]
trix for the measured valugd,,, are defined &8 The elements of th&l-dimensional vector are the rel-

ative changes in parametets such that

m cov(m;, m;) m
ki m; mj kj ' 7 = ar’1 - Qp _ aan

i=1,...01j=1...1, (29 ®n %n

where the elements of the vectoe= (k;), i =1,2,... |, The elements of the vectgrare the resulting deviations
are the corresponding calculated valuekgffor each  of the calculatedkgs values from their respective mea-
of these experiments. The GLLSM procedure also alsured valuesn; relative to the original calculated values
lows for the possibility of correlations between the inte-k; (@) such that

gral and differential quantities. The elements of this

M X | relative cross-covariance are v = m-m  ki(a)—m
cov(a,, m;) . I ki k(@)
— |, n=212,.. M;i=12,...] .
M The vectorm’ = (m/), i = 1,...,| represents the best

(30) estimates of theke values. Using these definitions,

. L Eq. (32) can be rewritten as
Similar to the definition in Eq(29), the elements of the

relative uncertainty matrix for the cross-correlati@)s, y=d+Sz. (35
are defined relative to the calculatkgs as
cov(a,,m) 1/ m The measuredes valuesm and the measuretbr
{#K—) . on=1,...Mi=1,... . evaluated from measuremenfmrameter valuea both
anm; ki have their corresponding uncertainties. The best evalu-
(31) at_ed parameterg’ and the best eva_lluatéqff_valuesm'
will be those values that are consistent with each other,
The correlations given in E§31) are not yetincluded in  namelym’ = k (a'). Additionally, m” anda’ are consis-
this implementation of GLLSM but are carried throughtent with their estimated values and uncertainties in that

this theoretical derivation. they do not deviate from the stated valuesrodnda by
Linear changes in the calculatégy values due to more than the respectively stated uncertainties.
perturbations ink can be represented as The GLLSM procedure involves minimizing the qua-

dratic loss function

kila") = k(@ + da) = ki(a) + ok
c
, (32 Qzy) = (y,Z)*<C

mm Cma

-1
) (y,2) , (36)

am Caa

M Sa
= (a1 + > 52
O n=1 an ]
wherea’ is an adjusted set of nuclear data parameterghere(y, 2" = (yn¥2,.... 1,21, 2,...,2Zu), Subject to
defined as the original parameters with some perturbahe constraint expressed by E85). Adopting the pro-
tion da; k(a) andk(a’) represent the calculated;  cedure of Ref. 16, the foregoing conditional minimum
values using the standard and adjusted data sets, respé@-mulation is equivalent to unconditionally minimizing
tively. The sensitivity coefficiens) represents the rela- the functionR(z,y), where
tive sensitivity of theke; Of systemi to perturbations in
nuclear parametet,,. R(z,y) = Q(z,y) + 2AT(Scz - y) (37
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and A is ani-dimensional vector of Lagrange multipli- VI.B. Application of GLLSM
ers. Thus andy satisfy the equation to Data Validation
dR(z,y)  9R(z,y) The solution of Eq(39) allows evaluation of the
0z 0. (38)  andy quantities in Eq(35). Of particular interest is the

quantityd, whose elements are defined in Eg3). This

crepancy inkey as determined from the as-specified

Z=(Cam — CoaSi)Cadd experimental benchmark description and given cross sec-
tions. For a criticality safety application for which the
and computational bias must be assessed, the single mea-
sured valuam, associated with the calculated value of
Y = (Crm — Crma SK)Cadd (390 Kest, ka(@), does not exist. Rewriting Eq35) for the

application and substituting the valueraf for m,, thus
where thel X | matrix Cgd is the inverse ofCq4q in  using the best estimate of the measured values, we obtain
Eq. (34). ) ) )
A few observations are due here: Ka(@') —m;  Ka(a) —mj;
= + S,z , (42
Ka(a) Ka(a)

1. If the @’ values obtained in Eq39) are substi-
tuted ink (), using the linearity assumption of E@®2), whereS, is anM-dimensional row vector of the calcu-
thenm’ = k(a') is satisfied. lated sensitivities for the design application. The GLLSM
. theory predicts that if a sufficient number of experiments
2. Moreover, not only are the n¢est estimates of e similar to the application of interest, the calculated
the cross sections and of thkey values consistent, but e ofkes, Using the best adjusted cross sectiens

their uncertainties are reduced as well. will indeed approach the value; thus,ka(a’) — m, =
These reduced relative uncertainties are given by géﬁnbdiaEsq {42) yields the predicted value of the applica-
Covmr = Conm = Cyy Ba = ka(a) = m; | (43)
and which is also obtained when using the standard and ad-
Cuwr = Con—C,, | (40) justed cross section as
Ba= —kKa(@)- S,z , (44
where
wherez is obtained in Eq(39) using all similar bench-
Cyy = (Coom — Cima SE) Cad(Crnm — Sk Cam) mark criticality measurements.
The uncertainty in the adjusted valuekgf;, ka(a’),
and is obtained by propagating the adjusted cross-section—

covariance matrix, o defined in Eq(40) to the uncer-
Cz:= (Cam — CaaSt)Cad(Cma — SkCaa) - (41)  tainty inkeg as
This suggests that any criticality application that is Cik = SkChora’ Sk (45)
similar to the selected benchmarks should be calculated

using the modified cross sections and thus have a re- 1 ne definitions of a similar and sufficient number of
e experiments necessary for accurate convergence of the

ventional criticality estimates using established cros§'€thodology are determined by tests using actual bench-

sections and trend curves, the GLLSM approach can b&ark experiments and are discussed in Sec. VIIl.
beneficial, as will be demonstrated in Sec. VI.B.

In summary, the GLLSM procedure as applied to the
validation of cross-section libraries and codes for criti- VII. TRENDING ANALYSIS EXAMPLES
cality safety applications is designed to predict the data
relative changessuch that the differences between mea-  Some illustrative applications of the techniques out-
sured and calculatekls values(i.e., y) are minimized. lined in this paper are given below. The sensitivity data
Thesekgs; differences are the trends observed in the trafor each of the systems included in this analysis were
ditional criticality safety trending analyses. Removal ofgenerated using the TSUNAMI-10formerly SENJ
these trends and the identification of the data responsiblgRef. 5 or TSUNAMI-3D (formerly SEN3 (Ref. 6 sen-
for them are keys to the application of GLLSM tech- sitivity analysis sequence within a prerelease of ver-
niques to criticality safety data validation. sion 5 of SCALE(Ref. 4, SCALE 5. Thek value for
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each system was also generated with the criticality calto represent a wide range of uranium-fueled systems such
culation of the sensitivity analysis. The integral param-+that the capabilities of &) methods could be demon-
eterscy, Esum T(Ck), and T(E) were generated using strated. This experiment suite, which is further docu-
the TSUNAMI-IP (formerly CANDE) code within the mented in Ref. 16, is summarized in Table Il of this
prerelease version of SCALE 5. The cross-sectionpaper. The first 12 experiments in Table Il are low-
covariance data were obtained from the PUFF-II cfde. enrichment uranium oxide or fluoride systems with 2 to
In all cases, the criticality and sensitivity calculations5 wt% uranium fuel and paraffin or stereotex modera-
were performed with the 44-energy-group neutron-crosgers. Fifteen experimentd.3 through 17; 28 through 32;
section data library of SCALE, which is based on ENDF 44, 45, and 46; and 49 and 50 in Table Were devel-
B-V data. oped by the Cross-Section Evaluation Working Group as

These example calculations correspond to the validata-testing benchmarks and cover a full range of enrich-
dation of criticality safety studies for facilities process-ments fron~1 to 93 wt%, dry to fully moderated. Eleven
ing uranium fuels with enrichments5 wt% in 2%°U for  experiment$33 through 43are Physical Constants Test-
use in commercial power reactors. Currently, uraniumng Reactor(PCTR) infinite multiplication factork,,
processing facilities are limited to enrichments at or beexperiments on 2 wt% enriched uranium fuel. Eight ex-
low 5 wt%, and much of the available benchmark experperimentg20 through 27 are high-enrichment uranium
iment data correspond to these lower enrichments.  (HEU) metal experimentSHEUMET), and eight exper-

The goal of these exercises is to estimate the biaisnents(57 through 64 are low-H/X Rocky Flats exper-
trends for ranges over which the criticality safety com-iments (RF) with uranium enrichments of 4.5 wt%.
putational studies are to be performed. For this examplé&hirty-six experiment$65 through 100 obtained from
a hypothetical set of four systems that could be encourthe IHECSBE, were performed in Russia with various
tered in the design of a uranium processing facility wagonfigurations of solution tanks and fuel rod arrays with
conceived. Each design system consists of critical baré®>U enrichments ranging from 5 to 89 wt%. An addi-
spheres of U@ fuel enriched to 11 wt% irf3U with  tional ten various experimentd8 and 19, 47 and 48,
H/X values varying from 0 to 500. The 11 wt% enrich- and 51 through 56include HISS, UH, and LXX con-
ment was chosen so the entire range of moderation cofigurations described in Ref. 16.
ditions, including dry, could be studied in a critical For this demonstration analysis, the SEN1 code was
configuration. The HX values, critical radii, and com- used to calculate the criticality and sensitivity data of
puted EALF values for these four sample design systemsystems for which reliable one-dimensioriaiD) mod-
are presented in Table |. Data validations for these sysls were available. TSUNAMI-3D was used to calculate
tems were performed using traditional trending analythe data for more complex systems, which required Monte
ses, trending analyses with thél®integral indice€,,,, Carlo analysis. One exception is the ICT series of hex-
andcy,, and the GLLSM approach. Advantages and disagonally pitched arrays. In this case, the CSAS26 analy-
advantages of each approach are explored, and guidansis sequence of SCALE using the KENO-VI Monte Carlo
for the general use of these techniques is developed. code was used to generate the criticality data based on a

three-dimensional model, and the SEN1 sequence was
VII.A. Description of Benchmark Systems used togelnerate the sensitivity data based on a 1-D sys-
tem model.

A suite of 100 available benchmark experiments was
prepared for this study. These experiments were selected VII.B. Traditional Trending Analysis
In order to clearly show the relationship between the
S/U techniques and the traditional techniques for criti-

TABLE | cality safety validations, a traditional trending analysis
Specifications for Example Applications of the four U11) O, design systems was performed based
Consisting of Bare (11)O, Spheres on the 100 benchmark experiments. For this analysis the
USLSTATS computer prografiwas applied to compute
Uncertainty in the USL; and USL,, defined in Eqs(3) and(4), in order
Calculatedkess due to determine the limiting values &« as a function of
Critical to Cross-Section EALF and H/X for the selected suite of benchmark ex-
Radius EALF Data Uncertainties periments. The trending € as a function of EALF is
H/X | (cm) (eV) (% standard deviation|  shown in Fig. 3, and the trending kfx as a function of
H/X is shown in Fig. 4. The area of applicability of the
g Zg'gg 167533? 11'88332 chosen experiments includes EALF values from 0.0295
40 22'_34 2 269 1'.3566 to 904 000 eV and KX ratios from 0 to 1840, as shown
500 | 21.42 0.04571 0.9328 in Table 1. Since the (11) O, design systems have EALF
values of 0.04571 to 165700 eV and' X ratios of O to
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TABLE I
Specifications of 100 Benchmark Experiments Selected for Example Validation Study
Uncertainty in
Calculated
kesr due to
Calculated | Cross-Section| Reported
Keff = 0 Data Uncertainty in
(standard Uncertainties | Measured| Measuredqs (Measured
System deviation of | (% standard Ket (% standard | Calculated — 1
Number Identifier Cod&| Monte Carlg deviation Value deviation (%) EALF H/X
1 U(2)F4 - 195 1 1.0022 1.16 1.0000 0.5 —0.65 2.37E-01° | 195
2 U(2)F4 - 294 1 1.0038 1.05 1.0000 0.4 -0.79 1.32E-01 294
3 U(2)F4 - 406 1 1.0010 0.98 1.0000 0.5 -0.49 9.15E-02 406
4 U(2)F4 - 496 1 0.9991 0.95 1.0000 0.4 -0.29 7.57E-02 496
5 U(2)F4 - 614 1 0.9984 0.91 1.0000 0.4 -0.20 6.36E-02 614
6 U(2)F4 - 972 1 0.9926 0.86 1.0000 0.5 0.46 4.75R 972
7 U(5)308 - 147 1 0.9973 1.07 1.0000 0.4 0.36 2.65H 147
8 U(5)308 - 245 1 0.9844 0.99 1.0000 0.4 1.63 1.60HR 245
9 U(5)308 - 320 1 1.0079 0.95 1.0000 0.4 -0.76 7.49E-02 320
10 U(5)308 - 396 1 1.0021 0.92 1.0000 0.3 -0.21 6.26E-02 396
11 U(5)308 - 503 1 1.0012 0.90 1.0000 0.3 -0.13 5.26E-02 503
12 U(5)308 - 757 1 1.0035 0.86 1.0000 0.3 -0.38 4.21E-02 757
13 Godiva 1 1.0014 1.61 1.0000 0.1 -0.41 9.04E-05 0
14 Bapl-1 1 1.0003 0.96 1.0000 NR -0.17 2.03E-01 306
15 Bapl-2 1 0.9999 0.91 1.0000 NR -0.16 1.53E-01 382
16 Bapl-3 1 0.9998 0.85 1.0000 NR -0.23 1.13E-01 515
17 Big-10 1 1.0168 2.05 1.0000 0.3 -1.70 4.80E-05 0
18 HISS(HUG) 1 1.0120 2.07 1.0000 0.4 -1.18 1.478-02 0
19 U(98) H20 refl. 1 0.9999 1.38 1.0000 0.5 0.14 2.80&4 0
20 HEUMET A 1 0.9899 1.62 1.0000 0.5 1.21 8.7065 0
21 HEUMET B 1 0.9877 1.61 1.0000 0.5 1.37 8.7585 0
22 HEUMET C 1 0.9917 1.59 1.0000 0.5 0.90 8.681 0
23 HEUMET D 1 0.9899 1.57 1.0000 0.3 1.04 8.6265 0
24 HEUMET E 1 0.9955 1.59 1.0000 0.3 0.45 8.455 0
25 HEUMET F 1 0.9965 1.58 1.0000 0.3 0.34 8.361 0
26 HEUMET G 1 0.9987 1.57 1.0000 0.3 0.12 8.13m 0
27 HEUMET H 1 1.0227 2.36 1.0000 0.5 —0.48 7.08E-05 0
28 ORNL-1 1 0.9984 0.83 1.0000 0.3 0.10 3.090®R2 | 1378
29 ORNL-2 1 0.9982 0.82 1.0000 0.3 0.13 3.23® | 1177
30 ORNL-3 1 0.9952 0.81 1.0000 0.3 0.43 3.37® | 1033
31 ORNL-4 1 0.9966 0.81 1.0000 0.3 0.29 3.44®2 972
32 ORNL-10 1 0.9986 0.80 1.0000 0.3 0.09 2.95®R | 1835
33 PCTR 3.73 1 1.0332 1.16 1.031 0.6 -0.31 2.30E-01 322
34 PCTR 3.78 1 1.0089 1.17 1.005 0.6 -0.49 2.24E-01 353
35 PCTR 3.83 1 0.9887 1.16 0.986 0.6 -0.37 2.20E-01 381
36 PCTR 5.84 1 1.0088 1.03 1.005 0.6 -0.47 1.23E-01 545
37 PCTR 5.99 1 1.0361 1.03 1.031 0.6 -0.58 1.19E-01 518
38 PCTR 6.23 1 0.9820 1.02 0.986 0.6 0.32 1408 619
39 PCTR 6.9 1 1.0284 1.00 1.030 0.6 0.07 1.028 619
40 PCTR 6.95 1 0.9742 1.00 0.974 0.6 -0.10 1.02E-01 596
41 PCTR 7.14 1 0.9962 0.99 0.992 0.6 -0.51 9.86E-02 667
42 PCTR 7.52 1 0.9670 0.98 0.960 0.6 -0.80 9.43E-02 748
43 PCTR 7.52a 1 1.0217 0.98 1.0190 0.6 -0.34 9.33E-02 650
44 ZPR 311 1 1.0188 1.90 1.0000 0.3 -1.97 4.53B-05 0
45 ZPR 312 1 1.0123 1.56 1.0000 0.2 —-1.36 3.01E-05 0
46 ZPR 66a 1 1.0224 1.79 1.0000 0.1 —-2.41 6.86E-04 0
47 UH3 NI 1 1.0201 2.29 1.0000 NR -1.07 2.35E-03 0
48 UH3 UR 1 1.0030 1.56 1.0000 NR -0.71 1.098-04 0
49 TRX-1 1 0.9928 0.93 1.0000 NR 0.53 3.2581 251
50 TRX-2 1 0.9960 0.82 1.0000 NR 0.25 1.6581 429
51 ORNL L7 1 1.0058 1.11 1.0000 NR -0.53 1.58E-01 76
52 ORNL L8 1 1.0058 0.85 1.0004 NR -0.63 3.21E-02 | 1110
53 ORNL L9 1 1.0029 0.83 1.0000 NR -0.34 3.08E-02 | 1390
54 ORNL L10 1 1.0033 1.04 1.0000 NR -0.29 8.90E-02 126
(Continued
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TABLE Il (Continued

Uncertainty in

Calculated
Kess due to
Calculated Cross-Section| Reported
Keff = O Data Uncertainty in
(standard Uncertainties | Measured| Measureqs (Measured
System deviation of (% standard Kett (% standard | Calculated — 1
Number| Identifier | Cod&| Monte Carlg deviation Value deviation (%) EALF H/X
55 ORNL L11 1 1.0011 0.83 0.9999 NR -0.16 3.09E-02 | 1270
56 SHEBA 3 1.0025t 0.0004 0.92 1.0000 NR —0.88 6.17E-02 | 405
57 RF0.77A 3 0.9986- 0.0007 1.33 1.0000 0.1 -0.37 4.93E-02 17
58 RF0.77B 3 1.007% 0.0007 1.05 1.0000 0.1 —-1.15 4.04B-00 17
59 RF0.77 C 3 1.003% 0.0006 0.86 1.0000 0.1 -0.61 2.14B-00 17
60 RF 0.77 D 3 1.0125 0.0006 1.08 1.0000 0.1 -1.06 5.72E-00 17
61 RF 2.03 A 3 1.0065- 0.0004 1.03 1.0000 0.1 -0.62 6.98E-01 70.7
62 RF 2.03 B 3 1.0086: 0.0004 0.88 1.0000 0.1 -1.04 3.20E-01| 120.1
63 RF2.03C 3 1.0052 0.0006 1.16 1.0000 0.1 —0.65 4.02E-00 45
64 RF 2.03D 3 0.9986: 0.0005 1.18 1.0000 0.1 -0.01 3.68E-00 45
65 HST29-1 3 1.0054 0.0005 1.02 1.0000 0.7 -0.32 1.54E-01 92
66 HST29-2 3 1.00792 0.0005 0.99 1.0000 0.6 -0.62 1.53E-01 92
67 HST29-3 3 1.0019 0.0005 0.98 1.0000 0.7 -0.02 1.55E-01 92
68 HST29-4 3 0.999% 0.0004 0.96 1.0000 0.7 0.36 1.62B1 92
69 HST29-5 3 1.0034 0.0004 0.97 1.0000 0.7 -0.15 1.65E-01 92
70 HST29-6 3 1.0056- 0.0005 0.99 1.0000 0.7 —0.50 1.65E-01 92
71 HST29-7 3 1.0049 0.0005 1.01 1.0000 0.6 -0.31 1.64E-01 92
72 HST30-1 3 1.0003: 0.0005 0.93 1.0000 0.4 -0.02 454E-02| 375
73 HST30-2 3 1.0016- 0.0005 0.88 1.0000 0.3 —-0.06 4.61E-02| 375
74 HST30-3 3 0.999% 0.0004 0.86 1.0000 0.3 0.05 4.64B2 | 375
75 HST30-4 3 1.0063 0.0005 1.19 1.0000 0.6 —0.46 1.54E-01 92
76 HST30-5 3 1.003% 0.0005 1.02 1.0000 0.6 —0.06 1.56E-01 92
77 HST30-6 3 1.0048 0.0005 1.00 1.0000 0.6 -0.24 1.56E-01 92
78 HST30-7 3 1.0038 0.0004 0.97 1.0000 0.6 -0.07 1.61E-01 92
79 HST31-1 3 1.0036: 0.0005 0.99 1.0000 0.5 -0.12 1.59E-01 92
80 HST31-2 3 1.005% 0.0005 0.94 1.0000 0.6 -0.35 1.70E-01 92
81 HST31-3 3 1.0029 0.0005 0.98 1.0000 0.6 -0.27 1.64E-01 92
82 HST31-4 3 1.0015 0.0004 0.96 1.0000 0.7 0.00 1.84B1 92
83 ICT02-1 6 0.9944- 0.0011 0.84 1.0000 0.4 0.56 8.17B2 | 628
84 ICT02-2 6 0.9927% 0.0012 0.88 1.0000 0.4 0.74 1.23B1| 628
85 ICT02-3 6 0.999% 0.0012 0.81 1.0000 0.4 0.03 9.34B2 | 611
86 ICT02-4 6 0.9953- 0.0012 0.82 1.0000 0.4 0.47 1.24B1| 611
87 ICT02-5 6 0.9927% 0.0013 0.81 1.0000 0.4 0.74 9.331B2 | 562
88 ICT02-6 6 0.9915- 0.0012 0.82 1.0000 0.4 0.86 1.23B1| 562
89 LCT32-1 3 1.002% 0.0004 1.04 1.0000 0.4 0.23 7.00B1 50
90 LCT32-2 3 1.0033 0.0004 1.16 1.0000 0.4 0.89 9.28B01 50
91 LCT32-3 3 1.0032: 0.0004 1.16 1.0000 0.4 1.20 1.34B0 50
92 LCT32-4 3 1.0082: 0.0004 0.85 1.0000 0.4 -0.94 6.85E-02 | 340
93 LCT32-5 3 1.002 0.0004 0.86 1.0000 0.3 0.23 1.03B1| 340
94 LCT32-6 3 1.003% 0.0004 0.87 1.0000 0.3 0.18 1.22B1| 340
95 LCT32-7 3 1.0096:= 0.0003 0.81 1.0000 0.5 -0.78 5.35E-02 | 629
96 LCT32-8 3 1.0105 0.0004 0.82 1.0000 0.4 -0.20 7.83E-02 | 629
97 LCT32-9 3 1.010% 0.0004 0.83 1.0000 0.4 -0.26 9.08E-02 | 629
98 LSTO5-1 3 0.998a: 0.0003 0.90 1.0000 0.4 0.12 3.87B2 | 973
99 LSTO05-2 3 0.9984 0.0003 0.90 1.0000 0.5 0.11 3.88B2 ( 973
100 LSTO05-3 3 0.9982 0.0003 0.89 1.0000 0.6 0.11 3.90B2 ( 973

a1: TSUNAMI-1D used to calculate all data, 3: TSUNAMI-3D used to calculate all data, 6: CSAS26 used to calkgyldta, and
TSUNAMI-1D used to calculate sensitivity data.

bRead as 2.3k 10°L

500, complete coverage for the use of traditional trendpredictions from this analysis are a positive bias of 0.15
ing techniques is demonstrated. The predicted bias; ute 0.37%. The limiting USL value, which treats a posi-

certainty in the biaswin Eq. (3); and the USL values
for the four design systems are given in Table Ill. Thetrending results.

tive bias as a bias of zero, is 0.9370, based on th)¥ H
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Fig. 3. Trend plot oke¢ versus EALF for 100 benchmark Fig. 4. Trend plot okes versus H'X for 100 benchmark

experiments. experiments.
VII.C. Trending Analysis with Integral of Esumandc, for the specific application analyzed were
Parameter Techniques input to the program. The bias and its uncertainty were

assessed at dfy,m,or ¢, value of 1.0, which by defini-

In this section, trending analyses using the same s¢ibn of these indices corresponds to the design system.
of 100 benchmarks as was used in the traditional analyFhe trending methodology described in Sec. V was fol-
ses are performed using tlg,,, and ¢, coefficients as lowed with the administrative margin set at 5%.
the trending parameters. Even though it is possible to Prior to the trending analysis, a full set of sensitivity
perform the trending on each of tilecoefficients inde-  coefficients, detailing the groupwise sensitivity lofi
pendently, it was decided to tretkdy versus the sum of to each nuclide-reaction pair, was generated for each
these coefficientsi.e., Equm= E. + E; + Es). This com-  of the design systems and for each of the 100 experi-
bination reduces the number of trend plots to be exanmental benchmarks. These data were then utilized in
ined and provides a comprehensive measure of systethe TSUNAMI-IP code to generate the integral param-
similarity. Consistent with traditional trending analysis, etersEg,, and ¢, demonstrating the similarity of each
the YU trending analyses presented in this section werbenchmark experiment to each design system. The stan-
performed with the USLSTATS computer program. Indard deviations in the calculated valueslqQf due to
place of the traditional trending parameters, the valuesvaluated uncertainties in the cross-section data were

TABLE I
Comparison of Predicted (11) O, Ak Bias, Uncertainty in the Bias, and Ugfor Various Procedures

H/X=0 H/X =3 H/X =40 H/X = 500
B | AB B | AB B | AB B | A

Procedure| (%) (%) USL, (%) (%) USL; (%) (%) USL; (%) (%) USL;

EALF 0.18 | 1.30| 0.9370f 0.24 1.3( 09370 0.24 130 09370 (024 130 0.9370
H/X 0.37 | 1.30| 0.9370( 0.37] 1.3 09370 035 130 09370 015 1.30 0.9370
Esum 0.70 | 1.29| 0.9371] 1.1 1.2} 09359 0.22 126 09374 (013 1.24 0.9376
Cx 0.76 | 1.29| 0.9371] 0.90 1.2} 0.9360 0.17 130 0.9373 016 1.24 0.9376
GLLSM 249 | 031 1.39| 0.25 0.74 0.13 021 011
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also computed and are presented in Table | for the The trend plot ok versuscy for the U(11) O, sys-
U(11)O, systems and in Table Il for the experimentaltem with H/X = 0 is shown in Fig. 6. This trend plot is
benchmarks. The uncertainties for th€ld) O, systems interesting when compared with the traditional trend plot
range from 0.85 to 1.87%, and the uncertainties for thef ke versus EALF, shown in Fig. 3. The three data
benchmark experiments range from 0.80 to 2.36%. Thpoints in the upper-right portion of Fig. 6 correspond to
highest uncertainties correspond to the lowegKhal-  three data points distributed across the top-middle por-
ues because a harder neutron spectrum enhances the s@m of Fig. 3. The three corresponding systems are en-
sitivity to the higher-energy cross sections, which typicallytries 44, 45, and 46 in Table Il, the ZPR experiments.
have higher uncertainties than the thermal values. Each of these systems exhibitsiazalue in excess of 0.9
Where the ranges of the EALF and/M values for  with this design system. As shown in Table IlI, thé
the benchmark experiments were used to demonstrateasg with the EALF trending is~0.18%. This bias is
that the U11) O, design systems fell within the area of relatively small because the overprediction lqf; for
applicability of the suite of experiments for traditional these four systems is counteracted by the underpredic-
validation techniques, thgs,,andc, values are used to tion of ke for entries 20 through 26 in Table 11, six of the
assess the applicability of each experiment to each dseven HEUMET experiments considered, which all have
sign system. Thég,, and ¢, values for four U11)O,  very similar values of EALF. However, the trending of
systems are presented in Table V. kesr With ¢, shown in Fig. 6, results in ak bias of
The trend plot ofkess versusEgymis given in Fig. 5 0.76%. The higher bias is caused by the lack of similar-
for the U(11) O, design system with AX = 3. The bias ity between the (11)O, H/X = 0 design system and
and uncertainty in the bias is obtained from integral inthe HEUMET systems. With this design system, these
dex trending by extrapolating the trending parameter ttidEUMET systems have, values of~0.4 to 0.6, indi-
a value of 1.0. The slope of the trend curve is of secondeating only minor correlations with the(@1)O, H/X =
ary importance. The items of primary importance are thé system.
number of systems with highs,mwandc, values and the This example shows the potential improvement from
value of the predicted k bias and uncertainty in the bias the use of a traditional trending analysis with these new
whereEg,,= 1.0. The results from this trending analysisintegral indices since trends can be observed as a func-
are shown in Table Ill. Figure 5 shows that few systemdgion of systems that are expressly determined to be
exhibit high Eg,, values. Only 15 systems ha,,, similar. The preceding analyses demonstrate that the tra-
values exceeding 0.5, and only one exceeds 0.8. A cutoffitional parameters can erroneously indicate that sys-
value forEg,,nandc, that can be used to determine ap-tems should be considered similar, where they are indeed

plicability will be addressed later in this paper. different. Thus, using traditional techniques, it is necessary
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Fig. 5. Trend plot okes versusEgsymfor U(11) O, system Fig. 6. Trend plot ofkess versuscy for U(11)O, system
with H/X = 3 for 100 benchmark experiments. with H/X = 0 for 100 benchmark experiments.
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TABLE IV
Integral Parameters for 100 Benchmark Experiments in Relation to Sele€164l@} Design Systems

Ck Esum
System
Number Identifier HX=0[H/X=3|H/X=40| H/X =500 H/X=0| H/X =3 | H/X =40| H/X =500
1 U(2)F4 - 195 0.3045 0.5604 0.8025 0.7063 0.0908 0.3220 0.8130 0.7840
2 U(2)F4 - 294 0.2558 0.4987 0.7897| 0.7802 0.0614 0.2526 0.7478 0.8388
3 U(2)F4 - 406 0.2296 0.4555 0.7695 0.8272 0.0445 0.2048 0.7932 0.9043
4 U(2)F4 - 496 0.2193 0.4325] 0.7529 0.8489 0.0363 0.1777 0.7239 0.9255
5 U(2)F4 - 614 0.2135 0.4117 0.7314 0.8637 0.0292 0.1500 0.6844 0.9423
6 U(2)F4 - 972 0.2138 0.3765 0.6700 0.8604 0.0180 0.0961 0.5483 0.9563
7 U(5)308 - 147 0.1990 0.5085 0.9084 0.8648 0.08¥9 0.37167 0.9214 0.8937
8 U(5)308 - 245 0.1570 0.4171 0.8428 0.9360 0.0522 0.2848 0.8645 0.9449
9 U(5)308 - 320 0.1508 0.3852 0.8070 0.9552 0.0386 0.2370 0.8231 0.9621
10 U(5)308 - 396 0.1393 0.3465 0.7627 0.9674 0.0306 0.2046 0.7864 0.9723
11 U(5)308 - 503 0.1375 0.3290 0.7392 0.9738 0.0282 0.1716 0.7421 0.9798
12 U(5)308 - 757 0.1401 0.3010 0.6862 0.9679 0.0142 0.1184 0.6456 0.9825
13 Godiva 0.4642 0.3734 0.1905 0.1091 0.5304 0.3570 0.0970 0.0058
14 Bapl-1 0.3232 0.5349 0.7633 0.7556 0.0817 0.2500 0.7493 0.8571
15 Bapl-2 0.2923 0.4959 0.7539 0.7991 0.0665 0.2120 0.7189 0.8893
16 Bapl-3 0.2627 0.4467 0.7237| 0.8368 0.0500 0.1648 0.6417 0.9187
17 Big-10 0.9043 0.6047 0.0512 0.0008 0.8913 0.5329 0.1181 0.0074
18 HISS(HUG) 0.4663 0.7897 0.6505 0.2631 0.1692 0.5605 0.3747 0.0385
19 uU(98) H20 refl.| 0.4960 0.4658 0.3240 0.2421 0.5259 0.43B0 0.3929 0.24115
20 HEUMET A 0.4022 0.3695 0.2580 0.1141 0.5995 0.41p0 0.1374 0.00p1
21 HEUMET B 0.4208 0.3843 0.2619 0.1124 0.6210 0.4243 0.1383 0.0092
22 HEUMET C 0.4431 0.3995 0.2612 0.1110 0.63%5 0.4318 0.1360 0.0091
23 HEUMET D 0.4613 0.4105 0.2574 0.1096 0.6430 0.1300 0.0087
24 HEUMET E 0.5215 0.4488 0.2657 0.1079 0.6698 0.1393 0.0097
25 HEUMET F 0.5347 0.4571 0.2654 0.1077| 0.67%0 0.1395 0.0097
26 HEUMET G 0.5562 0.4704 0.2650 0.1076 0.6829 0.1400 0.0997
27 HEUMET H 0.3351 0.2756 0.1491 0.0941] 0.5431 0.0742 0.0048
28 ORNL-1 0.0868 0.1594 0.5058 0.9214 0.0068 0.4311 0.9537
29 ORNL-2 0.0910 0.1684 0.5183 0.9272 0.0074 0.4554 0.9571
30 ORNL-3 0.0949 0.1765 0.5284 0.9305 0.0079 0.4709 0.9534
31 ORNL-4 0.0967 0.1805 0.5332 0.9317| 0.0082 0.4768 0.9504
32 ORNL-10 0.1099 0.1710 0.4591 0.8454 0.0032 0.3144 0.9375
33 PCTR 3.73 0.3583 0.4525% 0.505( 0.5621 0.0838 0.6538 0.7077
34 PCTR 3.78 0.3912 0.5584 0.6584 0.6013 0.0823 0.6581 0.7828
35 PCTR 3.83 0.3907 0.5554 0.6538 0.6002 0.0800 0.6497 0.7872
36 PCTR 5.84 0.3441 0.502¢ 0.6458 0.665 0.0549 0.6063 0.7982
37 PCTR 5.99 0.3451 0.5181 0.675( 0.676 0.0545 0.6130 0.7998
38 PCTR 6.23 0.3409 0.502¢ 0.6531 0.6737 0.0509 0.5915 0.8086
39 PCTR 6.9 0.3318 0.5019 0.6709 0.6951 0.04|76 0.5942 0.8194
40 PCTR 6.95 0.3307 0.491( 0.6509 0.6881 0.0459 0.5Y70 0.8231
41 PCTR 7.14 0.3267 0.4861 0.649¢§ 0.6939 0.0453 0.5801 0.8255
42 PCTR 7.52 0.3235 0.4824 0.648¢ 0.6979 0.0426 0.5662 0.8830
43 PCTR 7.52a 0.3240 0.4928 0.6681 0.7062 0.0438 0.5B23 0.8B307
44 ZPR 311 0.9218 0.6379 0.0933 0.0217 0.8942 0.11P5 0.00[73
45 ZPR 312 0.9370 0.7712 0.2751 0.0974 0.9213 0.15011 0.00P9
46 ZPR §6a 0.9003 0.8867 0.4517 0.1978 0.9197 0.2450 0.0264
47 UH3 NI 0.3643 0.5737 0.5378 0.2848 0.3994 0.5444 0.33[14
48 UH3 UR 0.5851 0.8324 0.7189 0.3303 0.5828 0.6276 0.3258
49 TRX-1 0.3346 0.5535 0.7802 0.7512 0.0966 0.7763 0.86(19
50 TRX-2 0.2619 0.4521 0.7346 0.8365 0.0588 0.6830 0.9224
51 ORNL L7 0.1252 0.3470 0.7631 0.8882 0.0710 0.8522 0.94118
52 ORNL L8 0.0741 0.1537 0.5275 0.9489 0.0096 0.5026 0.9634
53 ORNL L9 0.0872 0.1595 0.5048 0.9203 0.0066 0.42/70 0.9530

(Continued
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TABLE IV (Continued

Ck Esum
System
Number| Identifier | HX =0 | H/X=3 | H/X=40| H/X=500| H/X=0| H/X =3 | H/X =40 | H/X =500
54 ORNL L10| 0.0909 0.2684 0.6989 0.9345 0.0517 0.30p2 0.8187 0.96/15
55 ORNL L11| 0.0825 0.1569 0.5108 0.9293 0.0078 0.05f7 0.4481 0.9560
56 SHEBA 0.1536 0.3616 0.7689 0.9656 0.0357 0.2041 0.79113 0.9846
57 RF 0.77 A 0.6157 0.6126 0.4002 0.2205 0.6568 0.5641 0.3879 0.0924
58 RF0.77B 0.3485 0.6606 0.9388 0.7765 0.2010 0.5802 0.9353 0.8200
59 RF 0.77C 0.3403 0.5844 0.8748 0.903d 0.149P0 0.4129 0.87124 0.9414
60 RF 0.77 D 0.3788 0.7112 0.9614 0.7462 0.2372 0.6540 0.9745 0.7804
61 RF 2.03 A 0.3418 0.6622 0.9328 0.7541 0.1685 0.4936 0.9303 0.7880
62 RF 2.03 B 0.2882 0.5717 0.8948 0.8567 0.1206 0.3747 0.8702 0.8953
63 RF 2.03C 0.5139 0.8106 0.9078 0.5914 0.3784 0.67166 0.9163 0.5844
64 RF 2.03 D 0.5000 0.8036 0.9118 0.5959 0.3496 0.6717 0.9266 0.5996
65 HST29-1 0.1230 0.3353 0.7547 0.9050 0.0509 0.3066 0.8495 0.9333
66 HST29-2 0.1480 0.3739 0.7799 0.8967 0.0510 0.3050 0.8341 0.9370
67 HST29-3 0.1530 0.3790 0.7808 0.8972 0.0504 0.2962 0.8491 0.9231
68 HST29-4 0.1701 0.4012 0.7918 0.8901 0.0525 0.2994 0.8476 0.9066
69 HST29-5 0.1695 0.4008] 0.7925 0.8914 0.05%6 0.3054 0.8327 0.9089
70 HST29-6 0.1626 0.3928 0.7901 0.8944 0.0584 0.3195 0.8634 0.9187
71 HST29-7 0.1541 0.3826 0.7858 0.8968 0.0594 0.3270 0.8689 0.9268
72 HST30-1 0.0688 0.1872 0.6057 0.9674 0.0226 0.1783 0.7261 0.9844
73 HST30-2 0.0869 0.2077 0.6148 0.9681; 0.0189 0.1539 0.7049 0.9837
74 HST30-3 0.0939 0.2154 0.6160 0.9645 0.0161 0.1390 0.6883 0.9810
75 HST30-4 0.1543 0.4144 0.8129 0.8360 0.0564 0.3669 0.8688 0.8990
76 HST30-5 0.1443 0.3701 0.7796 0.8979 0.0563 0.3261 0.8660 0.9299
77 HST30-6 0.1485 0.3753 0.7817 0.8968 0.0542 0.3154 0.8407 0.9261
78 HST30-7 0.1634 0.3936] 0.7897 0.8931 0.0588 0.3070 0.8349 0.9150
79 HST31-1 0.1537 0.3814 0.7833 0.8964 0.0526 0.3023 0.8531 0.9243
80 HST31-2 0.1840 0.4179 0.7947 0.8848 0.0500 0.2731 0.8362 0.8972
81 HST31-3 0.1608 0.3905] 0.7878 0.8950 0.0548 0.3055 0.8330 0.9176
82 HST31-4 0.1867 0.4236 0.8005 0.8842 0.0595 0.2983 0.8387 0.8915
83 ICTO2-1 0.1414 0.3072 0.6831 0.9430 0.0262 0.13P3 0.6552 0.9646
84 ICT02-2 0.1366 0.3125 0.6968 0.9339 0.0327 0.17|70 0.7426 0.9021
85 ICT02-3 0.1793 0.3541 0.6978 0.9205] 0.02%5 0.12p5 0.6304 0.9577
86 ICT02-4 0.1809 0.3649 0.7148 0.9223 0.0288 0.14p5 0.6857 0.9000
87 ICT02-5 0.1766 0.3515 0.6978 0.9227 0.02%5 0.1233 0.62[75 0.9545
88 ICT02-6 0.1782 0.3622 0.7145 0.9243 0.0287 0.14p7 0.67]89 0.8949
89 LCT32-1 0.2838 0.6259 0.9533 0.7899 0.1534 0.50B3 0.9611 0.8358
90 LCT32-2 0.2691 0.5881 0.8740 0.7030, 0.1571 0.5147 0.9538 0.7801
91 LCT32-3 0.3054 0.6446 0.9175 0.6993 0.1789 0.55p8 0.96(16 0.7331
92 LCT32-4 0.1090 0.2595 0.6593 0.9605] 0.0301 0.16[18 0.7010 0.9797
93 LCT32-5 0.1131 0.2732 0.6749 0.9568 0.0346 0.18u4 0.7548 0.9218
94 LCT32-6 0.1170 0.2866 0.6911 0.9554 0.0377 0.1986 0.7776 0.8960
95 LCT32-7 0.1159 0.2263 0.5815 0.9288 0.0180 0.0988 0.54095 0.9652
96 LCT32-8 0.1120 0.2297 0.5963 0.9364 0.0209 0.11p8 0.6226 0.9121
97 LCT32-9 0.1100 0.2343 0.6088 0.9418 0.0231 0.1261 0.6548 0.8861
98 LSTO5-1 0.1550 0.2775 0.5700 0.8232 0.0129 0.07/66 0.5395 0.9741
99 LSTO05-2 0.1565 0.2787 0.5691 0.8211 0.0124 0.0741 0.5316 0.9716
100 LSTO5-3 0.1632 0.2834 0.5612 0.8039 0.0117 0.0699 0.5309 0.9669

to produce a tailored set of benchmarks to trend agains, and 9, with the values of the, AB, and USL; pre-
while S/U techniques can be used with large-multiple-sented in Table Ill. For the system with arf Kivalue of
system-type benchmark datasets. 3, the predicted biases are higher than those predicted by

The trend plots for the remaining(1) O, systems the standard techniques. The specific reasons for these
with H/X values of 3, 40, and 500 are presented in Figs. 7differences were not explored in depth as with thexH
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Fig. 9. Trend plot ofkes; versuscy for U(11)O, system
with H/X = 500 for 100 benchmark experiments.

500 systems with the, trending are consistent with those
predicted with traditional techniques since there are a
large number of experiments considered to be similar,
and no cancellation of effects is observed.

A comparison of they, versusEg,,integral indices
for four selected W11) O, systems is shown in Fig. 10.
This plot demonstrates a general 1:1 correlatiorc,of
with Eg,, with the exceptions of the design systems
with H/X = 3 and H/X = 500 for values of, below 0.9.
For the /X = 3 systems, th&g,,values are lower than
thec, values. Further investigation revealed that this ef-
fect is caused by the intermediate-energy spectrum of
the U(11)O, H/X = 3 system. Few experiments exam-
ined here have similar energy spectra, leading to lower
Esumvalues. However, the cross-section—uncertainty data
in this energy range, particularly in tR€°U capture and
fission cross sections, increase the overall correlations in
the uncertainties for the various systems, and hence, the
ck values are large relative to thg,,values.

The opposite effect is seen for the/K = 500 sys-
tem. Here, theéEg,,, values generally exceed tleg val-
ues. In the HX = 500 design system, the importance of
the 1H scattering reaction, as assessed by the magnitude
of the energy-integrated sensitivity coefficients, exceeds
the importance otH scattering in the AX = 3 system

of 0 cases but are believed to be caused by the separatibyp a factor of 5. The energy-integratéti scattering

of effects that tended to cancel each other in trendingensitivity coefficients are 0.5521 and 0.0995 for the
with traditional parameters. In any case, it should beH/X = 500 and H'X = 3 systems, respectively. Addi-
noted that in this instance, experiments with highgr tionally, the cross-section data féH scattering is rela-

values generally have calculatkg; values that are=1.
The Ak biases predicted for the &K = 40 and H'X =

NUCLEAR SCIENCE AND ENGINEERING VOL. 146

tively well known with small tabulated uncertainties.
Experiments with thermal energy spectra exhibit similar
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Fig. 10. EsymVersuscy values for four W11) O, applications: HX = 0, 3, 40, and 500.

sensitivities to'H scattering as the JX = 500 design idation calculations, the numbers of systems exceeding a
system. These similarities in an important nuclide-value of 0.8 forc, and Eg,,is shown in Table V. The
reaction pair can lead to high-valuéd,,,, parameters. choice of 0.8 is somewhat arbitrary, but,avalue of 0.8
However, the small-valued uncertainty data minimizerepresents that 80% of the variance, due to data uncer-
the impact of the similar sensitivity coefficients in the tainties, in the design system is shared by the experimen-
calculation ofcy. Although the experiments do indeed tal benchmark. ArEg,value of 0.8 represents that 80%
provide excellent coverage féH scattering for this sys- of the sensitivity ofke to its constituent cross-section
tem, a nuclide-reaction pair with small cross-section-data is common to the two systems.
data uncertainties is not believed to make a significant Table V also contains the number of systems with
contribution to the computational bias. Thus, the re-T(E) > 0.95 for the major nuclide-reaction pairs for
duced value ofy, relative toEg,, indicates that other each of these four application areas. The 0.95 criterion
important nuclide-reaction pairs with higher cross-indicates similarity between the energy-dependent sen-
section—data uncertainties may not be covered as walitivity of ke to a particular nuclide-reaction pair in the
by the experiments. benchmark system and the design system. The use of
As a comparison of the use of or Eq,for estab- T(E) allows the determination of reaction-specific ap-
lishing applicability of experiments for use in code val- plicability of the benchmark. The acceptance criterion of
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TABLE V
Number of 100 Benchmark Systems Matching Selected Criterion f@i)D, Systems
Criterion H/X =0 H/X =3 H/X =40 H/X = 500
c> 0.8 4 2 16 58
Esum> 0.8 4 1 31 70
T(E) > 0.95-H capture — — 83 24
T(E) > 0.95-H scatter — 6 5al 482
T(E) > 0.95-0 scatter 0 0 3 27
T(E) > 0.9523%U fission 2 22 42 492
T(E) > 0.9523%U capture 15 4 25 30
T(E) > 0.95438 fission 8 22 4 —
T(E) > 0.95238U capture ¢} 02 62 402

aTop three sensitivities.

0.95 is preliminary and based only on heuristic arguple application of they?-consistency indicator is pre-
ments. However, a comparison of the global acceptancgented in Ref. 25.
criteria and the reaction-specific criteria is interesting. The GLLSM procedure produced an adjusted set of
The global similarity criteria require the major sen- cross-section data to minimize the difference between
sitivity components of each system pair to match; howthe measured and computed value&gf The effect of
ever, the reaction-specific criteria require only thethe data adjustment on the computed valuekgf for
individual cross-section processes to match. The reactioeach design system was realized by propagating the ad-
specific tests do not consider whether or not the procegastment tokes via the sensitivity coefficients. The dif-
is important in the system, only that the sensitivity of theference between the computkg; value of the design
benchmark to the selected process is greater than that feystem with the standard data and with adjusted cross
the design system. The numbers of systems, shown Bections represents the computational bias. The pre-
Table V, meeting the reaction-specific criterion for thedicted computational big8 and the uncertainty it
nuclide-reaction pairs with the highest sensitivities areare shown in TABLE IIl. Here, the uncertainty is not in
generally less than the numbers meeting the globakthe bias and does not represent a confidence band as is
based criteria. This discrepancy in the numbers of sysresented for the other procedures. Rather, for each de-
tems meeting each criterion indicates thdaE) > 0.95  sign system, the value presented\gsis the uncertainty
is a more stringent criterion than ttig,,, > 0.80 crite- in the computedk. (percent standard deviatiprdue to
rion. Preliminary work has suggested that a criterion otross-section data uncertainties, for the adjusted set of
T(E) > 0.90 might be more appropriate. Further work iscross-section data. This value is somewhat analogous to
required for the establishment of better guidance on agthe pooled standard deviatispin Eq.(4). Thus, a value
propriate limits for these integral indices. analogous to USLis not available from this procedure
for comparison with the other procedures. The computa-
: tional biasp predicted by GLLSM does have the same
VIL.D. GLLSM Analysis interpretation as that predicted by the other procedures.
The GLLSM procedure was applied to determine  Because the GLLSM procedure predicts the compu-
the computational bias and its uncertainty for th@JO, tational bias through a data adjustment technique, the
systems in reference to the same set of 100 benchmablenchmark experiments used to produce the adjustments
experiments used in the previous trending analyses. Fdiave a great impact on the results of the analysis. Be-
this analysis, the data input to GLLSM included thecause thekey covariance matrixCyy, is explicitly in-
sensitivity data and computed valuegf for each bench- cluded in the GLLSM adjustment procedure and in the
mark experiment and each design system, the experimeoalculation of theg, valuesc, provides a measure of the
tally measured value d. and its reported uncertainty appropriateness of the benchmark experiment for use in
for each benchmark experiment, and the cross-sectiorthe data adjustment procedure. With the inclusion of more
covariance data. For experiments without reported exexperiments with highecy values, the data adjustment,
perimental uncertainties, a uniform value of 0.3% wasand thus the computational bias predicted by GLLSM,
used. The GLLSM procedure allows for the use of corbecomes more reliable. For the(11)O, systems, as
related uncertainties within the experimental data. Howshown in Table V, very few benchmarks exhigit= 0.8
ever, this option was not used in this analysis. Althoughor the H/X = 0 and H'X = 3 systems. Because of the
this option is not used in the current analysis, an examlack of experiments that are highly correlated to these
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design systems, the GLLSM does not have enough irthe experiments with the highegtvalues from the analy-
formation to produce a reliable estimate of the computasis in increments of 0.01. Thus, the first GLLSM analy-
tional bias. sis included all 100 experiments, even the system for
which the bias was to be minimized, which by definition
has ac, value of 1.0. The next analysis included only
VIIl. ESTABLISHMENT OF experiments wittg, values of 0.99 and lower, then 0.98
APPLICABILITY CRITERIA and lower, and so forth. The results of this exercise are
shown in Fig. 11. The horizontal axis of Fig. 11 presents
The relationship between GLLSM awgdcan be used the cutoff forc, used in the calculation. The vertical axis
to determine a criterion foc, that indicates whether or presents the bigs, obtained from Eq(44). The value of
not a design system falls within the area of applicabilitythe bias should not exceed the stated uncertainty in the
of the benchmark experiment. For this exercise, repetiexperimental measurements when the system itself is in-
tious GLLSM calculations were carried out for five of cluded in the GLLSM analysis. The endpoints of the
the U(2)F, systems in the benchmarking set, entries Idata shown in Fig. 11 do not deviate from a zero bias by
through 5 in Table II, with HX values ranging from 195 more than the experimental uncertainty.
to 614. Because these are actual critical experiments, the The values 0f3,, with decreasingy, are fairly con-
computational bias for each system is known. The intenstant for the first several data points of each curve plot-
of this exercise was to determine the magnitude ofcthe ted in Fig. 11. In all cases th&, value is nearly constant
value necessary to obtain convergence of the GLLSMo the point of removing experiments with values of
procedure. It is expected that with sufficient informa-0.9 and higher. When including only the experiments
tion, GLLSM should converge to an adjusted data sewvith ¢, values of 0.89 and lower, the value pfor the
that minimizes the difference in the experimental andH/X = 195 system begins a dramatic change. Similar
calculatedkes values. For each of the first five entries in changes are observed &t values of 0.86, 0.82, 0.80,
Table Il, thec, values for each of the 100 experimentsand 0.78 for systems with FX values of 294, 406, 496,
from Table Il were computed. For each of the five sys-and 614, respectively. Even though these results corre-
tems, the GLLSM analysis was repeated by removingpond only to W2)F, systems, these clear breaks in the

1.5

—e—H/X=195
== H/X=294
—a— H/X=406
~3--H/X=496
—m— H/X=614

0.5

B (%)

Fig. 11. Dependence of GLLSM predicted bias on the inclusion of only experiments with correlation coefficients of less
thancy for U(2)F4 systems.
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behavior of the data adjustment produced by the GLLSMhe error bars on the endpoints represant When re-
procedure indicate that a design system falls within thgeating this analysis by incrementally including systems
area of applicability of experiments with values of 0.9  with ¢, values of 0.80 and higher, 25 to 40 systems were
and greater and may fall within the area of applicabilityrequired to obtain convergence withior1Based on these
of experiments witlt, values as low as 0.78. The appli- results, an adequate assessment of the computational bias
cability criterion ofc, = 0.8, as recommended in Ref. 16, and its uncertainty for a design system can be deter-
is not unreasonable but should be used with caution. Imined with a suite of approximately 15 to 20 benchmark
this example, the applicability criteria demonstrated arexperiments that demonstraggvalues of 0.9 or higher.
inverse correlation with AX; however, it is not known These guidelines are more stringent than those given in
if this is a general trend for all areas of applicability. TheRef. 16, which recommends 5 to 10 benchmarks wjth
applicability criteria will be studied further in continu- values of 0.9 or higher and 15 to 20 benchmarks wijth
ing work on this subject. values of 0.8 or higher. Additionally, the currently pro-
The number of correlated systems necessary to olposed criteria are based on the evaluation of the thermal
tain convergence of the GLLSM procedure was also insystems. In an earlier evaluation of fast HEU and Pu
vestigated. For each of the(R) F, systems, benchmark metallic spheres, the data adjustments of the GLLSM
experiments were incrementally included in the analysiprocedure were found to converge with as few as four
beginning with experiments exhibitirgg values of 0.90 systems that were very similar in spectra and material
to 0.91. Next, experiments exhibitimgvalues of 0.90to compositior?? Because of the similarity of, and Egym,
0.92 were included, then 0.90 to 0.93, and so forth. Conthe same limits developed fag should also be applica-
vergence of the procedure was determined where thae to the use of th&g,, parameter.
value ofy agreed within & of the endpoint value. In this
case, the standard deviation used was the propagated
adjusted cross-section uncertainty determined by the di-
agonal elements o, computed in Eq(45). For the
five series of calculations, a range of 14 to 22 systems
was required for convergence of the GLLSM procedure.  This paper has presented the theoretical basis for the
This convergence procedure is illustrated in Fig. 12, wherapplication of U analysis methods to the validation of

IX. SUMMARY
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Fig. 12. Convergence of GLLSM predicted bias with inclusion of experimentsayith 0.9 for U(2)F4 systems.
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data sets for use in criticality safety applications andues ranging from 0 to 500. An area of applicability
compared their use to the methods traditionally emédetermination was performed using theandEg,,inte-
ployed in validation of criticality safety analysis meth- gral indices generated in the¢/@ analysis. The analysis
ods. The new validation techniques involve updatgd S indicated that the benchmark dataset had good coverage
analyses, similar to those developed in the late 1970sf the 11 wt% systems with FX values>40, while the
primarily for use in the development of fast reactor syssystems with HX values <40 had only marginal-to-
tems. The sensitivity analyses produce energy-dependeinidequate coverage. The scarcity of low>Hbench-
sensitivity valuegsensitivity profileg, which give the mark experiments is a concern. Additional experiments
relative change in the systekgy value as a function of in this area would be useful.
relative changes in the cross sections by energy. These Additionally, analyses were performed to predict the
analyses provide the basic understanding of the physiecomputational biases for the 11 wt% systems. Specifi-
of each benchmark experiment in order to properly chareally, the traditionalkes; trending analyses were com-
acterize similarities between systems in a consistent mapared with newly develope#.; trending procedures,
ner. The uncertainty analyses provide an estimate of thatilizing thec, andEg,,parameters, as well as the GLLSM
uncertainties in the calculated values of the syskgm;m  procedure.
due to cross-section uncertainties, as well as correlations Comparisons of the various trending techniques were
in thekgss uncertainties between systems. The use of bothuite interesting in that the differences in the biases pre-
sensitivity and $U analyses in the formal determination dicted by the various methods depend on the particular
of areas of applicability has been developed in this worksystem being analyzed. The predicted biases for various
These determinations of applicability can be accomsystems were in some cases up to a factor of 5 dif-
plished via integral indices, which represent the similarferences between the various trending parameters. The
ity in the sensitivity profile values anf@r the correlation primary reason for these differences is that systems
coefficientsc,. Ranges of these indices, proposed to fordemonstrating similarity from the standpoint of certain
mally define the applicability of a series of critical bench-parameters may be dissimilar with respect to other pa-
mark experiments to a particular application area,care rameters. In particular, the £ and EALF parameters
and Eg,, values that are 0.90 or higher. These indicegredicted similarity between dry uranium systems with
relate directly to the similarity between pairs of systemshigh enrichment493 wt%) and dry uranium systems
This similarity can be used to establish the applicabilitywith intermediate enrichmentd 0 wt%), while the ¢,
of a benchmark experiment to the criticality code vali-andEg,indices indicated that these systems were quite
dation of a design system. different. The net effect of trending with &K and EALF

The elements used in the/S analysis, along with  was a cancellation of the effects of the biases on the
the calculated and measurkgs values and estimates of trend, which produced a predicted design system bias of
uncertainties in the measurements, were used in this work0.5% overprediction for a dry (11)O, system. The
to demonstrate application of the GLLSM procedure tarending withc, and Eg,, integral indices produced an
data validation for criticality safety studies. The primaryestimated bias of nearly 1% overprediction since a num-
goal of the GLLSM analysis is the prediction of the ber of systems predicted to be very similar to the dry
calculated-versus-measured differences for systemd(11)O, system demonstrated an overprediction calcu-
that have not been measured. These calculated-versuated value ofkek. Although the predicted biases from
measured differences are the so-called computational bikese applications are all positive, and thus not consid-
ases. Application of the GLLSM procedures to a seriegred in the calculation of the USL, the differences in
of critical experiments is designed to identify “changes”’magnitude are a concern since the prudent application of
in the underlying nuclear data such that the calculatedrending procedures is very important in criticality safety
versus-measured differences are minimized. This worknalysis validation exercises.
has identified the relationship between these predicted The example application given herein is included
data changes and the computational bias for systenpsimarily for illustrative purposes. Further study is on-
that have not been measured and hence corresponddoing with the aim of providing specific guidance on the
interpolations or extrapolations in the vector space corapplication of these techniques to criticality safety vali-
responding to the original set of benchmark experi-dation studies.
ments. Uncertainties in the bias can be estimated based Studies have indicated that 15 to 20 benchmarks with
on the standard deviation provided by the GLLSMcy values near or exceeding 0.9 are needed to ensure
procedure. convergence in a GLLSM procedure. Therefore, a corre-

A benchmark database of 100 experiments, whiclsponding number and type of systems should be consid-
included not only computational models and measuredered a minimum to establish the area of applicability
versus-computationél results but also 8J results gen-  covering the design system. Under certain conditions,
erated by the 8J methodology, was developed. The sameconvergence can also be expected for 25 to 40 systems
tools were then applied to a set of four application scewith ¢, values>0.8. The type of conditions under which
narios corresponding to(l1) O, systems with HX val- ~ convergence can be produced with systems wittalues
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<0.9 is the subject of current research. This work has6. B. T. REARDEN, “Perturbation Theory Eigenvalue Sen-
shown that thes, and Eg,,, values perform equally well sitivity Analysis with Monte Carlo Techniqued\Nucl. Sci. Eng
for the set of applications considered. Hence, the samk#5 XXX (2004.

criterion used for the, values should be applicable to

the E-. . values. Additional studies will be performed to 7 American_NationaI Standard forCriticaIit_y Safety Criteria
verif;utriqis observation P for the Handling, Storage, and Transportation of LWR Fuel

Future work in this area of study may involve de- Outside Reactors, ANANS-8.17-1984 R 1997, American

e ) . Nuclear Society(1997).
termining procedures to be followed if a sufficient num- . 1ety1997)
ber of benchmarks experiments with integral indicesequals 4 r pYER and C. V. PARKS, “Recommendations for

to 0.9 cannot be identified and addressing the issupreparing the Criticality Safety Evaluation of Transport Pack-

of cross-section data for which no uncertainty data argges,” NUREGCR-5661(ORNL/TM-11936, U.S. Nuclear

available. Regulatory CommissiofOak Ridge National Laboratory
(1997.

9. E. M. OBLOW, “Sensitivity Theory from a Differential
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