Data Transport Services in PDQ Alliance Expedition

The problem statement


Various application groups within the PDQ Alliance Expedition are facing different problems when transferring scientific data.  This document attempts to summarize the basic requirements and the proposed solutions - both short- and long-term.

Radio Astronomy

As part of this Expedition we planned to establish an instance of the NRAO End-to-end system at NCSA for processing VLA data. The distribution of data and computing between NCSA and NRAO will make a good testbed for extension to the TeraGrid. The main problem the scientists are having now is at the step of data mirroring between NRAO and NCSA. The rates at which the data have to be updated is the following: every 2-3 hours with average of 100MB every half hour up to the total of 1 GB per day. The high performance data transfer is not possible is this case since the bottleneck is a 5Mbit network link from NRAO to Abilene. The main requirements are the following:

1. Checksum verification

2. Retry the failing transfer till it is succeeded

3. Ability to mirror the whole directory

4. Secure data transfer

5. Transfer the data directly to NCSA Mass-store system without any intermediate steps

6. Integration with the replica catalog to keep track of data

7. The less pressing requirement: to have an ability to do partial file transfers.

We considered 2 different candidate technologies: rsync and the tools based on GridFTP. 

Rsync has an advantage to GridFTP : it satisfies 4 out of 5 basic requirements listed above (1-3,7) while GridFTP alone satisfies only the requirement  4 and in addition it could provide a high performance (which is not relevant for the given network configuration).

Plan for Radio Astronomy:

· Short-term plan: use a gsi-enabled Secure Shell (http://www.ncsa.uiuc.edu/Divisions/ACES/GSI/openssh/) with rsync.

· Long-term plan: With network re-configuration (updating the 5Mb link), switch to Reliable Replication Services (currently under the development at ANL and ISI). In addition to the features already in works (combination of Replica Location Services and Reliable File Transfer service) the new RRS Service should have the following features:

· Checksum verification

· Have an ability to transfer a complete directory (preserving the hierarchy).  

MEAD and Portal Expedition

The users with climate applications are using mostly the Java versions of GridFTP clients. There were several features requested by the users:

1. Reliable File Transfer

2. Greatly simplify the ability to check which options are supported by the server prior to sending any file transfer request (which absolutely essential for batch transfer jobs).

3. Have an interactive GridFTP client with the support of various convenient options (“m” command (mget, mput, etc), directory listing, etc, as well as possibly in the client libraries for C and Java.

4. Support command pass through (quote site wait, for example) in Java client libraries.

5. Have an ability to collect a transfer data statistics: how much data has been transferred for a given period time, at what rate, etc.

We discussed a number of issues concerning GridFTP client and server software.  One big issue was the a change in the server implementation which breaks compatibility between GT2.2.2 GridFTP and GT2.2.3.   We want to make sure that we develop a plan to migrate to the protocol as implemented in GT2.2.3, after an appropriate period of testing on non-production testbed systems.  We also want to ensure that the mass store grid ftp server correctly supports this change in implementation.

We also discussed the issue of convenience classes or functions in the api – for instance, to automate some of the negotiations with a GridFTP server to determine which features are supported and then correctly engage the desired features.  This will require some additional investigation to determine the best design.  One thought was to add a –verify flag to the command line clients.  Bill Allcock will investigate some of these possibilities and get back to the group.

Finally, we discussed server-side logging for monitoring the amount of data moved in the PDQ expedition, as well as the performance of the data transfers, as well as collaborating with Kathleen Ricker at NCSA to enhance the gridFTP documentation.

Plan

· Investigate the interactive C GridFTP client developed at NCSA (http://archive.ncsa.uiuc.edu/people/jalt/gridftp/)

· Move to GridFTP server based on GT2.2.3, after appropriate testing at NCSA.

· Investigate the work done by Sudharshan Vazhkudai (ANL) on server (GridFTP) side performance statistics and predictions.

· Investigate some of the desired enhancements on the Java client libraries (such as command pass-through)

· Push for key protocol enhancements, in particular the enhanced directory listing.

· Release RFT to the users (late January, beginning of February).

Virtual Astronomy
Virtual Astronomy is concerned with extracting information from archived astronomical data. The difficulty in this program arises from the quantity of available datasets, detailed in the following list:

· DPOSS, 3 TB imaging data, 100 GB catalog data

· 2MASS 12 TB imaging data, 10’s GB catalog data (final catalog not yet available)

· SDSS 3 TB public data, 1 TB catalog data

· QUEST2 multiple TB’s per year imaging data.

The majority of the catalog versions of these datasets are stored in relational databases. To improve performance, many of these systems are currently or soon will be mirrored at NCSA. In addition, other datasets are available, that while smaller, increase the analysis complexity due to source association issues (i.e., many-to-man associations can naively be assumed, Bayesian approaches must be used to reduce the dimensionality of the association). Wherever this data may reside, it needs to be moved to available compute resources for processing, and newly generated data may be required to be moved to long-term storage. 

From this description, the data transport requirements for Virtual Astronomy can be summarized:

1. Reliable transport of large datasets from storage system to processing system and back,

2. Reliable dataset mirroring capabilities.

For item one, we have been working with the condor group at the University of Wisconsin to build a reliable and automatic data transport pipeline.  Our primary contact in this group is Tevfik Kosar, who has been making extraordinary progress. This pipeline is nearly ready for production testing, which will consist of the transport of 3 TB of image files from the SRB at SDCS to the MSS at NCSA.  This pipeline consists of the following steps:

1. A Condor job transfers data from SRB to a disk cache at SDSC using SRB commands.

2. A DaP job transfers data from SDSC disk cache to an NCSA disk cache using third-party gridFTP.

3. A Condor job transfers the data from the NCSA disk cache to the UniTree Mass storage System at NCSA using MSS Commands.

A DAGMan that is running on a machine at Wisconsin manages these three steps. Additional steps need to be included to properly handle cleanup.

Once this pipeline has been fully tested, our next step is to apply it to move this data from the mass storage system at NCSA to a Condor Pool to perform image processing. Once this has been successfully demonstrated, we will modify this pipeline to support the transport of generated data from the image analysis pipeline back to the mass storage system. At all steps in this process, we will obtain all relevant benchmarks.

For item two, we are still exploring possibilities. The primary driver for successful dataset mirroring is the Sloan Digital Sky Survey archive, which we plan on mirroring at NCSA prior to the Alliance All Hands Meeting. Note that this mirroring activity is primarily a one-shot deal, and not a daily incremental update. We have identified the following possibilities for successfully mirroring this archive, and the others that are also available:

1. Disk-To-Disk copy followed by a FedEx shipment,

2. Database replication using vendor supplied tools,

3. Secure file transport, via sftp, of the database image,

4. Reliable Replication Services, which are currently under development.

