PDQ Meeting

06 Feb 2003

Robert Brunner, Kathleen Ricker, Jay Alameda, Scott Lathrop, 

Veronika Nefedova, Mike Wilde, 


As you all know - we are having our PDQ meeting over AG this week, February 
6, 10-12. Basically, we should spend 30 minutes on each application in 
discussions of current status, technical issues and as short-term plan for 
resolving any outstanding issues.

I would suggest we proceed in this order:

10:00am - MEAD
10:30am - VA
11:00am - Bioinformatics
11:30am - RA

Please let me know if it works for your schedule (I know that some of you 
could attend the meeting only for some part of the time).

Introduced Scott Lathrop – acting head of EOT.

Also would like to think about what we want to do for all hands meeting –

Certainly some posters, etc.

Jay on gridftp

RB on virtual astronomy –

First, data transfer – that tevik has been doing for dposs from SDSC to NCSA

Pipeline is up and running – and ready to do the 3TB transfer.

This is excellent progress for the expedition.

Out of SRB to data cache at SDSC – this is done with srb commands in a condor job –

Then transfer from sdsc cache to ncsa cache with dap grid ftp jobs 

Then transfer to mss – 

Single dagman doing this – all automated –

Seems that this is up and running and hope transfer will start soon

Also will get benchmark data –

This should be a good poster for all-hands

Once data is moving – think about moving data someone else –

Scott Bain – will do image processing on the data – using a condor pool, on the TB of data.

Need metrics to convince the community that this is the right way to do things –

2nd thing – processing the data, generating new data, and pulling back to NCSA – full round trip that Miron talks about.

Ideally want this done by all hands –

Would really like to do this.

Quest2 project is back up –

This is a live version of data transfer –

Astro imaging program – TB/y

Data comes from mountain to data cache at SDSC –

Can pull straight out of the data cache –

Want to be able to do processing with this –

Want to know too if there are failures in the system –automatically

Don’t know what the timeline is, though

In last month –

Panstars project – this is coming on line in a few years – may want to bring this to NCSA –

Interesting as is PB/y – this should be of interest to the group –

Data source – is in Hawaii – 

At the moment – immediate processing followed by disposal of data – but then rethought that it would be good to save the data – 

Some good challenges in this –

Expect to get first light 2006.

Sloan digital sky survey –

Getting data server so can mirror at NCSA –

Will mirror public archive (sql server db of the data) – this will be 1TB.

Figure can mirror the input as well –

Is this incremental, or one time.

Both, actually.

Start mirroring data release 1 – first official release in March.

Some how move the 1TB of data from the starting sql server at johns Hopkins or fermilab and move – 

Don’t know how to do this really –

Chris Cole is working on this –

If just mirroring public data release –

Only 18 months or so—

But on other hand – want to mirror private data –

That was used as input for griphyn –

This is more of an incremental process –

Probably over every week or 2 weeks – more data –

When data is at fermilab –

If can have data and processing here – this would be good

Mike Milligan would be interested in moving data from fermilab due to security constraints –

Mike is applying to graduate schools in astronomy –

Big thing – having the disk to hold it –

Can always store it in mass store.

Better to wait for the disk, really –

Have up to a TB to commit to it –

Should grow,

Need 3TB of disk – for all data products going into released version of data – this gets filtered down to TB –

Jim Annis – using less data

But RB – would be interested in getting all of it here – to see what we can do 

Perhaps pull down all jim did – and see what it takes to get to happen.

Chris Cole will get in touch with Milligan (and Wilde) to get started.

Bioinformatics –

Dropped out at the moment – but now back.

Praveen Chandramohan
 At ORNL – in collab with Natalia at ANL–

On Bioinformatics support:

Pdq.ornl slides (PDQ-ORNL-02.06.2003.ppt)

Talking about algorithms and work being done at ORNL.

Developing the algorithms for high res genome sequence analysis at ORNL. – see slides –

Now onto Natalia –

In general – this is high throughput analysis of genomes –

Can separate into two parts in pdq –

One is high throughput pipelines for genome analysis –

Teragrid backend server for analysis of the genome –

And then  -- development of algorithms for more precise assignment of genes –

Goals have – infrastructure development – putting gadu on large distributed resources – condor with Miron Livny – data grid at ANL, doe science grid, and nersc.

Also talk a little bit about progress at our end….

Trying to deal with Gadu space mgt problems –

Creating pipelines – from one grid tool to another –

All the algorithms are very computationally intensive –

Big need to analyze provenance of data from the tools –

