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PACI Data Quest

1 October 2002

Basic ideas

· take Paci resources (systems, networking, etc)

· could reach out on international scale 

· add data grid technologies

· as developed, in particular with GriPhyn and NCSA

· and deliver new application capabilities to Paci user community

· have set of application projects, each with a set of goals

· what do we  have to do to meet the application goals –

· actually use the resources and data grid technologies in innovative way –

goal in this meeting

· clearly define application goals and resource/technology requirements

· identify specific tasks, milestones, and integration events for 

· resource providers

· technology providers

· application teams

today’s agenda

· applications: (main objective, goal, program, resource requirements, the requirements, deliverables, etc)

· virtual astronomy Robert brunner

· will talk about what he wants to do – 

· where we are and what we want to do – go from point A to point B

· radioastronomy ray plante

· bioinformatics (Natalia Maltsev)

· GriPhyn (Mike Wilde)

· MEAD Bob Wilhelmson

· Technologies: the virtual data toolkit

· Datagrid tools   Veronika Nefedova

· Condor, dagman: Miron Livny

· Virtual data toolkit, chimera: Mmike Wilde

· Portals: Jay Alameda

· QoS: Jason Leigh

· Resources (hardware/lightware)

· PACS and NCSA resources – Miron Livny

· iVDGL – Robert Gardner

· EVL – Tom DeFanti

Miron: find where most of the pain is at the moment –

Need to understand where the pain is –

Note: this is expeditions to future, that is Sept 03 –

Quarterly progress reports, monthly calls, etc, think about what need to achieve.

Ian Note: think about datasets and tools.

Robert Brunner

PDQ

Datasets and type of data –

What would be good services and data to offer to community at large

· what is the data

· what is virtual astronomy

· what exactly do I want to do?

Virtual subject needs real requirements  -- help

What can I do with chimera, condor-g, etc, 

It’s a big sky

· size of archive

· 2 trillion pixesl for whole sky

· one band: 4 terabytes

· multilambda: 100s terabytes

· time dimension: petabytes

1 millionth of a sky – and then to pico sky –

pico sky – see same things – no limit to data volumes –

one area do not have pain in is collecting the data – firehoses on – and where does it go – in all sorts of data(bases), etc.  Typically survey people do the storage (SLOAN survey, and TUMAS at CalTech/JPL)

can’t rely on single repository site to get this out – TUMAS lacks mandate to do this –

after data collection, everything beyond this is a pain – data management is really a pain.

Catalog the sky data – and then archive it – and present ways to query it – this is very painful – http://dposs.caltech.edu:8080/
Also want to get spectral information, and distancfe

What about numerical data – approaching size of observed data – do we keep this data persistent –

Simulated – data not kept and not publically available – 

No way to get in touch with it – but there is thought that maybe there should be

Multiwavelength milky way – miss a lot if you don’t go looking through a lot of the spectrum – different physics going on –

Similarly with crab nebula –

Scientific opportunities:

· rare and exotic objects

· statistical astronomy

· multi lambda image analysis

· temporal variability

digital universe

virtual astronomy 

· portals into the archives (digital universe) (virtual observatory)

· virtual telesclope – sw and hw that gather the instrument

· virtual instrument – what can we define –

virtual astronomy – conceptual architecture

astronomer: makes query – gets 125, 000 answers – how can we make this better –

biggest impediment – to get data providers on (common) format and on big enough pipe to make this happen:

i) make data archive at ncsa

ii) them make data accessible –

iii) part of the data – specific data related to specific applications we would want to do –

data does not need to be in a relational database –

Miron: doesn’t have a nail to hang on it –

Petabytes makes Miron nervous, as hard to move terabytes –

Need to identify specific weakness

Astronomers don’t want to learn SQL, for example – too hard

Exploring parameter space:

Given an arbitrary parameter space

· data clusters

· points between data clusters

· isolated data clusters

· isolated data groups

· holes in data clusters

· isolated points

high dimensional spaces –

Miron: need to focus on applications that exist, ready to go –

Don’t have time to create something new –

Wants to try to use D2K to apply to the data we have –

Can we make these work on the grid –

Miron: algorithm question and interfacing algorithm to the architecture

Can we make Sara Graves data mining work with the framework –

Ian: need to have clearly goals with people working on it –

Know that d2k people interested in “gridifying” their toolkit –

Willing to work with them to help make them work –

Miron: knows that of value to generate metadata 

Archive not only the data but also the metadata –

Do you have a set of algorithms ready to go –

Quest2 project: 50gigabytes a night – 

Want to process in real time –

Want to find correleations or anti correlations between image and catalog – eg – far IR emission and galaxy density map – these are not correlated due to dust absorption –

PDQ interface, then:

· data archiving (tera/petabytes)

· data accessing/mining (teraflops)

· service accessing (ogsa)

· data/service integration (teragrid)

· virtual data creation/persistence/access

mike wilde: griphyn etc moving in similar ways, but virtual data is being used in a more application specific way –

Miron: what can we do in the next three-four months that can demonstrate value to a user/scientists…

Miron: would like to demonstrate how painless we can do it –

Ian: process check – have taken an hour so far –

Ray Plante

Slides from portal meeting –

Application – have BIMA image pipeline – this is ½ of what bring to the PDQ expedition –

Data transferred to NCSA in real time – archived automatically

Use web front end to search, browse, and retrieve data

Raw data processed by the pipeline using AIPS++

What want to do with the expedition participation – want to apply grid technologies to distribute and manage the processing –

· try not to be too ambitious here

· simple application to problem

· expedition driver to PDQ, portals, and community codes

pipeline not running real time –

Beyond the BIMA image pipeline: CARMA

· CARMA: combined array for millimeter astronomy

· Combination of BIMA and CalTech arrahs at third higher altitude site

· Data rate  increases by at least factor of four

· Teragrid app: dist data and processing between Caltech and ncsa

· Partial mirrors at other consortium institutions

· Bima image pipeline will be used to process the data

Buffer: have enough to maintain 4 days of data –

Keep it on disk if wire breaks –

Have enough buffering to have a safety factor

Grid Drivers

· fully automated processing

· no user initiating action

· processing in response to new data arriving at archive

· robust to machine/network outages/bottlenecks

· when services return, system pick up where left off

· easily monitored

· web based, connecting to running or dead service

apply lessons learned to VLA archive and pipeline they are developing

· nrao end to end project – archive and pipeline for nrao telescopes

· want archive mirrors at three of their sites, plus ncsa mirror for outside access and processing by alliance resources (using aips++)

· plan to establish this at NCSA

expedition milestones

3.0 complete installation of globus servers on pipeline platforms

6.0 complete initial integration of generic grid mgt tools into pipeline system grid tools should be used to access and move input and output data via grid ftp

bima pipeline slide – 

a lot of this will be part of the portals project – turning parts into secure web services –

grid job submission – and monitoring –

queue manager is in java – 

project requirements:

· ability to do simple, organized bulk data movement between ncsa storage and computing resources using gridftp

· ability to manage replicated data between nrao and ncsa storage using globus replication management tools

· grid job management should be supported by ncsa computing platforms

· web service oriented implementations are highly desireable for integration with current bima pipeline software and related planned work under portal expedition as are java interfaces

· c interfaces are useful as well, in particular for support of the vla piepleine

Bioinformatics

Natalia Maltsev (Elizabeth Marland, Gong Xin Yu, Alex Rodriguez, etc)

Biology in a nutshell –

Genomes > gene products > structure & function > pathways and physiology

Why biotechnological revolution?

· high throughput technologies provide huge amounts of biological data:

· sequence data

· data describing functional networks (metabolism, regulation, gene expression)

· dynamic data

· progress of computer science and computer technologies and bioinformatics to analyze this data

· 98 published genomes

· 652 ongoing genomes

general project architecture

stages of analysis:

· determine components of the system (assign functions to the genes)

· establish relationships between components (static model)

· develop dynamic model of the sytstem –

this is the general project at MCS in systems biology –

1) take whole genome, integrate, and assign functions to the genes

2) static models of organisms – connections 

3) metabolic simulation – is the dynamic component of the system –

a. rick stevens involved here…

Goals of the projects

· development of integrated computational web based public server Gwiz containing data, tools and algorithms to support

· high throughput genetic automated and interactive sequence analysis

· assignment of functions to genes in sequenced genomes

· metabolic reconstructions from sequence dat…

PDQ:

Genome analysis and database update (gadu)

· gadu is an automated system which perfoms the following tasks in a pipeline

· data acquisition

· data analysis

· data storage and presentation

data: classes

· sequence data

· data describing networkds

· dynamic data

· organisms data

· data models and results of hypotheses

data should be intergrated to support complex user queries across various classes of data: give me all genes that participate in a particular metabolic pathway in my favorite organism.

Data sources

· public databanks (genebank, swissprot, etc…

· warehousing (some)

· networking (sometimes – access from network)

· results of data analysis

· from analyses on site

· analyses performed by collaborating groups

· updates and versioning

biological data: problems

· size

· genbank – flatfiles require ~80 gigabytes including index files

· complexity:

· inconsistency of formats

· 9 groups developing “generalized xml format” for sequence

· 11 groups for metabolic data

· 6 for gene expression data

Data analysis module

· eg blast, blocks, clustalw, etc…

data analysis –

embarrassingly parallel processing –one sequence at a time –

conclusions:

· automated high throughput analysis of bio data is unavoidable

· integrated computational environments for anlysis are essential

· computational power and storage are bottlenecks

· data fidelity

Bob Wilhelmson

Miron – could manage the movement – with our technology – for the 100 runs 

Data formats – models crank out netCDF.

Proposal going into NASA to put netCDF interface on top of HDF – get parallel i/o with it –

Nika has metadata generator for netCDF – ESMF effort –

GriPhyN Project Goals

Michael Wilde

· Amplify science productivity through the grid

· Provide powerful abstractions for scientists: datasets and transformations, not files and programs

· Using a grid is harder  than using a workstation – griphyn seeks to make it as easy –

· Thes goals challenge the boundaries of CS in knowledge representation and distributed computing

· Apply advances to major experiments

· Not just developing solutions, but proving them through deployment

Griphyn – done in context of four experiments: Atlas/CMS/Sloan digital sky survey/??

Approach:

· virtual data

· tracking the derivation of experiment data with high fidelity

· transparency with respect to location and materialization

· automated grid request planning

· advanced, policy driven grid scheduling

· achieve this at petascale magnitude

· vision 3 years ago – but foundation coming together.

Request automation

· request planning and execution

· high perf

· based on policies

· fault tolerant

· at the highest level

· bw: disk on the nodes of the cluster: paul woodward.

· Bw: coupling with files --

· transparent to user

· bw: needs to go from the desktop to the teraflop, same tools.

Why is this hard?

· data derivation tracking

· diversity of transformations

· achieving fidelity of reproduction

· many modes of data storage

· automated request planning

· multiple levels of resource sharing and allocation policy

· faults are the norm in large grids

· resources constantly in flux

· os the size of the planet

· petascale performance level

griphyn’s challenges

· balance research creativity with project goals/objectives

· coordinate schedule/priorities/risks with four experiments

· harmonized data grid architecture with other projects

· coordinate griphyn deliverables with other grid projects.

Vdt: virtual data toolkit – a collection of tools – including reliable file transfer, replica management, etc…

IVDGL – laboratory at scale –

Bundle tools in vdt as platform for applications –

Europeons – built on top of globus middlware – some are cern centric, the others national initiatives –

Have to have agreements between different centers to ensure proper access – etc..

Moving into chimera –

Virtual data tools

· virtual data api

· java class hierarchy

· virtual data language

· textual

· xml

in chimera – wrap applications to transform a single application 

also, end up expressing workflow in dax (dagman in xml ) this is abstract – but then turn into concrete DAG for DAGman…

virtual data usage model

· transformation designers create programmatic abstractions

· simple/compound, augment with metadata

· production managers create bulk derivations

· can materialize data products or leave virtual


· users track their work through derivations

· augment (replace) scientists log book

· definitions can be augmented with metadata

· key to intelligent …

virtual data process

BW:  what is 

File metadata

Metadata related to how your produced a given piece of data 

Derived metadata – run analysis filter on the file and discover physical 

Sloan – not using yet, rederiving 

Rob Gardner: using Dennis gannon’s portal, -- but want to have a virtual data browser –

Keep pushing on –

Veronika Nefedova

Should bring up gridftp and reliable file transfer and metadata catalog and …

GridFTP

Gridftp refers to both the protocol that meets requirements, and family of tools which implement the protocol.

Start with most common parts of common ftp protocol – 

And implement standard but often unused features – gss binding, extended directory listing, simple restart

And extend 

Gridftp family of tools

· patches to existing FTP code

· gsi enabled versions of existing client and server

· custom developed libraries

· implement full gridftp protocol

· custom tools

· servers/clients with specialized functionality and performance..

family of tools

· patch existing tools

· gsincftp

· gs-wuftpd

· gsi modified 

Reliable file transfer

Developed tool –

· alpha release – reliable file transfer based on gt2 – has database backend – efficiently reliably transfer files – with restarts due to failures – recovers on its own

· parallel streaming, etc on the fly without disrupting the transfer

· database – to store the state for restarts

· another release with ogsa – as a web service –

· also java api to this –

CAS

Virtual organization

· key points

· community not served by single institution

· administration of communities resources spread out over a number of institutions

VO policy enforcement problems

· flexibility and expressibility

· vos have complex policies not enforced by existing mechanisms (unix file permissions)

proposed solution

· block grant model

· organizations grant blocks of resources to vo as whole – enforce polices – 

alpha 2 release of CAS –

so far have applied this to control access to data –

scalable replica location services

globus distributes non-scalable replica manager and tools

current implementation – implemented on ldap which represents single point of failure.

Reliable local state: local replica catalog

· maintains consistent information about replicas at a single replica site

· arbitrary mappings between logical file name and physical 

· sends soft state updates to global index nodes –

metadata catalog service for data intensive applications

this is in production – pushing for SC demos but not released yet.

Client app – makes three queries – one to metadata catalog service – then to replica location service, and finally to physical storage system –

Currently loading netcdf data into mcs – exploring how to work with this –

Gsi enabled metadata service – basically relational database with a standard schema 

Miron Livny

Lower level – the assembly language – data placement on the grid

This is the IP level, if you will

Customer orders – place y=f(x) at L – 

The grid delivers –

Logical request  > planning, scheduling, execution, error recovery, monitoring > physical resources.

Key challenges –

· trustworthy/robust services

· effective communication between consumer and provider of services

· tell me what to do

· tell what you did and what happened

· tell me what is going on

· reasonable (planning, scheduling, recovery) policies (on client and service sides)

define your objectives

· minimize turn around time (avg, std, max…)

· maximize throughput

· minimize FTE costs

· maximize resource utilization

a simple plan for y=f(x) onto 

have a simple DAG like a shishkabob

some of the services neede:

· collection and retrieval of information, what is where, who can do what

· planning of a physical DAG

· all jobs at dag submission time (eager)

· a job at a time when job is ready to go (lazy) or when resource is available (very lazy)

· any combination of the above

· execution of a DAG – DAGman dispatches a node when conditions it waits for are satisfied –

· scheduling of dataplacement and processing –

· allocation of storage  -- give me space call it L

· transfer files place on L

· and don’t forget cleanup

user/application/planner – with grid inbetween – and fabric (processing/storage/communications –condor adds functionality near the the app (condor-g, dagman) and then near the resources – 

NEST – portable self contained storage appliance –

· lot management

· user management

· file management

· file transfer support

· POSIX support

IVDGL resources – clusters around the country

PACS: Miron –

Put in place a grid testbed for the alliance – show that we can operate in a distributed fashion. These are not significant cf teragrid, but will establish a test environment for grid computing – different administrative domains etc.

Will have ~8 sites – will be total of 250k bucks among 8 sites –

Campus scale resources –

8-10 sites so can run the app on this environment –

will also plug into the teragrid – 

assume that we have access to this before –

each pacs site has 30-40 k for this operation – this will be cut if don’t do it –

would like to see this interface with ivdgl or griphyn…

waiting for next NMI release, but may push for vdt instead –

have a scheduling problem to solve –

can start now – with existing resources –

Rob Gardner:

How you prepare your application software to run on the grid is critical –

One piece to install at the site – and another piece from submitting machine –

In ivdgl trying to work on packaging issues – europeons do it differently – use another tool – but in ivdgl use pacman – essentially – try to build smarts of what infrastructure is supposed to do so that administrators don’t have to deal with this –

Trying to build in grid infrastructure one piece at a time –

On top of that – application specific software resident at a site – so that could install without any specialized knowledge of this –

Packaging is a big issue – to get interoperability between virtual organizations –

Miron: 

If you can make application self contained – then it works better—stay away from dynamic libraries, etc – but if you make a lot of assumptions of what you have on systems – can get into lots of trouble –

Tom Defanti

Optiputer Mod 0 –

Deal fundamentally with vis and networking –

Offer what we have – 

Vis has lots of bits, networking has lots of bits –n

We (as apps people) not scheduling network –

Have a nice size machine – starlight – collocation space to stick networking and machine space at northwestern –

All connections at some gigabit bandwidth –

Two philosophies in networking – one is to overprovision -- -- but this doesn’t really work –

Geowall - -cheap passive stereo wall –

Teravision –

Relevant to scientific workspaces in rick stevens –

How do you push better visualization across access grid sites –

Take dvi or vga in – digitizes and spews it over the network – have symmetric client 

Can gang and synch –as well 

Terascope –

Bob grossman – dataspace – warehousing large amount of data –

www.evl.uic.edu/cavern/teranode --

not network friendly –

had to build caching systems – to deal with latency – use memory of cluster as secondary cache –

quanta – came from cavernsoft g2 – for collaborative telemiserivve –

PDQ Day 2

Oct 2, 2002

Ian Foster, Miron Livny, Veronika Nefedova, Mike Wilde, Bob Wilhelmson, Ray Plante, Robert Brunner, Jason Leigh, Lex Lane, Jay Alameda

End user capabilities
Apps
PDQ contribution

· Enable db of mead runs and derived data
MEAD

· Enhanced data products
BIO
use chimera, etc

· Quest2, analysis
Virtual. Astro
data movement, data annotation – a) move 3TB to NCSA , b) 3TB in 1.2 gb files – parallel analysis -- catalog, c) Quest2 – pipeline, data mgt.

· Enhance production analysis pipeline
Radio astronomy
incorporate data movement, etc

· Support CMS production and analysis
CMS
already underway, extend to new resources

· Interactive analysis tool, db annotations
SDSS
already underway, extend to new resources

Jay – described our implementation –

Ian – Miron has a deep experience of how to scale up – to deal with many levels  of it –

Basic building block – WRF, ROMS, or combination of the code.

Anywhere on the teragrid –

Single run – input is small

Computation – 2 –24 hours –(research, not forecasting) – say 32 nodes.

Output – 100gb.

From earth science grid –

Mdc (metadata catalog)

Netcdf convertor

Dods++

Chimera – have an application angel associated with each project –

One weakness – how reliable the event system is –

Encapsulating the database is a good thing – as we have done.

Giving us the netcdf convertor would be a good thing –

Dods++ -- this may be a good thing to do –

Want to be consistently and reliably run something and publish the results

We should look at the reliable file transfer 

Study workflow – technical discussion, chimera –

Apart from this system – Brian Jewett writes his own scripts –

Will try to run single processor jobs through condor – to see if we can cook up the right case that makes scientifically –

· study workflow – technical critique, chimera

· design for distributed runs with small models

· investigate possibilities for single-cpu runs

Robert Brunner –

Tried to break down problem a bit – look at quest 2 project –

How anout this?

PACI Data Quest

QUEST2:

Move data from Palomar  to NCSA
Replicate to Yale, Caltech
Process QUEST2 data on demand
Process QUEST2 in real-time
Distribution of QUEST2 derived data

DPOSS Section:

Move DPOSS from SDSC to NCSA using Grid
Process 3 TB of DPOSS data on Grid

General:

Interface applications to database
Archive Replication/Data Moving
(SDSS/NOAO/ROTSE?)
Data-Mining algorithm on the data grid.
D2K? Custom algorithms?

Note the DPOSS section – needs to grab a 1.2 gigabyte chunk – this is basic –

Think of 3 TB of data in 1.2 gigabytes chunks – lots of input and little output (though could conjur up lots of output too –)

Miron – would be willing to try to deal with this data – the storage is in the SRB at SDSC – and Robert will give a linux executable –

Perhaps the SWOF expedition has a piece that 

Milestones –

For virtual astro: try reliable file transfer (rft) {UW, ANL} + unitree (ncsa)/SRB(SDSC) support –nb want a service!

For the 3 tb – first month – verify that can run the processing code with condor-g, and  month 3, big runs, and month 6 – data placement – keeping track of where the data is – using the replica location service (rls).

Robert: wants to fold quest2 stuff into his A) and B) – namely, the 3TB case…

Ok, here is a new cut at milestones –

i) test path

ii) design solution with reliable location service

iii) solution running reliably

for item C – M3 – document pipeline

M6 design and expts

M9 prototype

M12 automated

What about cross cutting milestones – grid building and application building.

(paste in worksheet – milestones.xls

Radioastronomy – how to deal with mirroring – more than just rft covered issues.

Three things – mass store, archive system, and serial processing site –

Do we have need a gatekeeper anywhere – on serial processing site  definitely

Can we package everything for an application so we can lasso a site for execution of some of the codes?

Jay can help figure out what we need to do about VDT plus production resources including teragrid lite.

Disk cache at starlight – start with a 1 terabyte cache –

BW issue – smart staging – writing all to one tape, for example, 

And earth science grid >> design, dods ++

Side note – recast RFT as ogsa grid service –

Miron: plan on when we meet again – and coordinate –

How about December –

t=0 is yesterday -- --

new partners – ORNL is probably a new partner –

next meeting December 10, Tuesday –

so – biweekly phone calls – every two to three weeks –

need to review progress prior to expedition mgt meeting on Oct 21 –























































