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Bob, Robert Brunner, Ian Foster, Mike Wilde, Jay Alameda, Veronika Nefedova, 

01 November 2002

(Jay summary)

Trying to isolate issues between java and C clients, and globus gridftp server and mass store gridftp server – have done a test where we use java client to go from notebook to ncsa supercomputer “A”, then a third party transfer between ncsa supercomputer “A” and supercomputer “B”, then transfer back to our notebook.  Still trying to make sure we are correctly interpreting overhead versus transfer time, so that we are correctly measuring performance.  Have requested the preferred way to make performance measurements in GridFTP.

Separately, having some mutual authentication problems (plus perhaps another issue) with the jftp on some of the NCSA HPC platforms.  Working with Jarek Gawor/Gregor von Laszewski to iron this out.

Also working to determine what is missing in functionality in gridftp.  Already have seen that java gridftp client is missing the “m” functions (this is left to to us to implement, I guess) and a “doCommand” (see email at the bottom of this letter).  It turns out that we need to be able to get data from unitree, and in order to do this we need to issue some unitree-specific commands to properly retrieve the data.

Robert: shipping all three TB from SDSC to NCSA to his work

Also working to get things setup so Miron & Tevik can do his reliable file transfer work, as well as disk caches at both ends –

Not sure what Miron/Tevik are doing –

Robert seeing horrible performance using SRB tools – 800kb/s –

Robert is timing every single file transfer

This will also give Bob/Jay files to use for testing –

Has identified systems gridftp that have been set up –

Nika: says that have integrated srb and gridftp.

But Miron doesn’t want to do this –

Miron doesn’t want to do gridftp to any of the mass stores

Rather do disk to disk transfer ==

This is part of Miron’s DAP work – assume this is gridftp 

Nika/Natalia/Mike met this week to work on direction for bioinformatics – planning to meet again to continue to hammer through things that have to do.

One thing that came up – Miron’s idea of running blast service at Wisconsin – and chimera enabling – 

Went more deeply into her pipeline – as soon as a chimera person is free will start working on chimerizing the pipeline –

Robert: how hard is it to get chimera onto a  machine:

Michael: not that hard, though documentation is lacking

Pretty easy to get started, though –

Last week – chimera tutorial – 

Anything happen on this –

Everybody is really crushed on SC preparations –

Rough date for external availability is ~ mid December

Robert would like to catch up on the terminology associated with the grid –

Could do something for the 10th – looking for one full day then –

BW: question regarding Tom & Jason’s role between SWOF and PDQ.

What are they doing for PDQ –

Still working on details – going to deploy some storage systems at starlight for staging experiments –

Jason has some network QoS to work on –

They are exploring things for next year – not necessarily useful for this year.

Jason (under SWOF expedition) – will install a geowall at UIUC.

PDQ – is now just “Dataquest” 

Ray is not online –

Any other issues?

Ian: seem to be moving along ok –

Should be going through list of milestones at one of our next telecons –

Email excerpt from Jason Alt:

Here are some options that may solve this:

1) Depending upon the amount of data you have, we should be able to lock it
onto disk so it doesn't have to be retrieved from tape. We'll have to check
how many files are currently locked and how much data you need lock though,
because if too much data is locked on disk, our storage system becomes
unusuable. This would only be for the duration of SC02.

2) I can setup a gsi ftpd on another port which has 'wait' on by default.
This too would be temporary.

3) If your using the GridFTP client library with CoG, you can use doCmd from
org.globus.io.ftp.FTPCommon to issue the wait command.

Jason

----- Original Message -----
From: "Shawn Hampton" <shawn@ncsa.uiuc.edu>
To: "Jason Alt" <jalt@ncsa.uiuc.edu>
Cc: <mbutler@ncsa.uiuc.edu>; <jalameda@ncsa.uiuc.edu>;
<arossi@ncsa.uiuc.edu>
Sent: Wednesday, October 30, 2002 4:31 PM
Subject: Re: Mass store access


> Ok, so assuming that I don't have access to "quote site wait", I'll have
to
> write a polling client.
>
> So if I want to transfer the entire /u/ncsa/bjewett/WRF/Output/ini/boxB316
> directory to my machine, can I do this without manually walking the
> directory and polling for each file until I receive it?
>
> Shawn
>
> At 10:36 AM 10/30/2002, Jason Alt wrote:
> >Options 1) and 2) can be accomplished by using the FTP command "quote
site
> >wait" prior to a retrieve request. 3) is unlikely to happen anytime soon
> >since it obviously means designing a new interface since FTP doesn't
provide
> >this capability. You could write a client that would poll to simulate
this
> >feature though. The ability to pull a file or directory is client
specific.
> >I'm not famaliar with GridFtp in the Java Cog, I don't know if that
implies
> >that you are using a third party client or writing your own. If that's
> >anything like globus-url-copy, you're pretty limited in how you can
> >interface with MSS (you can't send quote commands). Though, you can
> >substitute any kerberos/gsi ftp client to achieve the level of
functionality
> >that you require.
> >
> >Hope that helps
> >Jason
> >
> >----- Original Message -----
> >From: "Shawn Hampton" <shawn@ncsa.uiuc.edu>
> >To: "Jason Alt" <jalt@ncsa.uiuc.edu>
> >Cc: <mbutler@ncsa.uiuc.edu>; <jalameda@ncsa.uiuc.edu>;
> ><arossi@ncsa.uiuc.edu>
> >Sent: Wednesday, October 30, 2002 10:18 AM
> >Subject: Mass store access
> >
> >
> > > As part of the MEAD expedition and more immediately for an SC Demo, I
need
> > > to access quite a bit of data on mass store.
> > >
> > > In /u/ncsa/bjewett/WRF/output/ini you will find a series of
directories
> > > named boxB<run num>.  I've written an application that ties the run
number
> > > to this directory and allows the user to view some data contained
within.
> > >
> > > My question is this: How do I reliably and as quickly as possible
retrieve
> > > this data?  Currently I have pulled a single file out and mirrored it
on
> > > titan for testing purposes.  I logged in to titan, created the
directory,
> > > mssftp'd to mss, retrieved a single file (the first time it told me
that
> >it
> > > was getting the file from the archive, then i tried several more times
> >over
> > > the next few minutes until I actually retrieved the file).
> > >
> > > I'll list a few different resolutions and the various level of
happiness
> > > each will bring me :)
> > >
> > > 1) It would suffice to know what series of command I can give through
a
> > > simple ftp client (I'm using the GridFTP in Java CoG to access MSS)
that
> > > would allow me to get (a) a single file or (b) an entire directory,
> >quickly
> > > and reliably.
> > >
> > > 2) I would like to be able to do some sort of blocking get that will
> >return
> > > when (a) or (b) above is finally completed.
> > >
> > > 3) I would love to see some sort of notification system where I can
> >request
> > > a file, then have the server notify my program when the file is ready
for
> > > download.
> > >
> > >
> > > So for the long term 2 or 3 would be great to work on.  For SC either
we
> > > need to figure out 1 or perhaps find GridFTP enabled system upon which
I
> > > can mirror the data.
> > >
> > > Any suggestions?
> > >
> > > Shawn
> > >
>

