Whiteboard at the Meeting

APPLICATIONS

MEAD

Ensemble DB,

Derived data published

Goal: being able to perform 100 runs + analysis in 6 months

Data for 1 run:

In: small

Computations: 2-24 h on 32 nodes

Out: 1GB

STUDY: metadata from ESG, DODS++ (OpenDAPg) from ESG

STUDY: Chimera:

1. Design for distributed runs with small models

2. Investigate possibility for single CPU run.

STUDY: RFT (Jay will investigate it with Gregor, using CoG kit)

D2K

VIRTUAL ASTRONOMY

3TB of data (in 1-2 GB files) – movement, replication, annotation

a. move from archive to NCSA

M1 test pass

M3 design solution with RLS

M6 running reliably

b. 3TB of data – parallel analysis and cataloging

M1 run the code with CondorG

M3 big runs

M6 cataloging of data, RLS

c. Quest2->pipeline, data management

M3 document pipeline

M6 design and expectations

M9 prototype

M12 automated

GridFTP: work with SRB and Unitree

ANL - RFT

RADIO ASTRONOMY

Enhance production analysis pipeline

RFT – data movement in the system – from archive to the processing site.

RLS.

New Mexico – have to install the GridFTP server.GridFTP<->Unitree

Move by directories.

Submit parallel jobs to the Grid.

BIOINFORMATICS

Enhanced data products

Use Chimera and DagMAN

SOFTWARE





HARDWARE



DAGman


CondorG





RFT





RLS





PEs + storage





CHIMERA





Starlight





NCSA





ANL





CIT





BU





Ohio





UK





UNM





16PE


10TB





~400PE





ANL, many TB





NCSA 1000+


100s TB





IVDGL


100s of CPU








