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The Blue Genet/L (BG/L) supercomputer, with 65,536 dual-
processor compute nodes, was designed from the ground up to
support efficient execution of massively parallel message-passing
programs. Part of this support is an optimized implementation of
theMessage Passing Interface (MPI), which leverages the hardware
features of BG/L. MPI for BG/L is implemented on top of a more
basic message-passing infrastructure called the message layer. This
message layer can be used both to implement other higher-level
libraries and directly by applications. MPI and the message layer
are used in the two BG/L modes of operation: the coprocessor
mode and the virtual node mode. Performance measurements show
that our message-passing services deliver performance close to the
hardware limits of the machine. They also show that dedicating
one of the processors of a node to communication functions
(coprocessor mode) greatly improves the message-passing
bandwidth, whereas running two processes per compute node
(virtual node mode) can have a positive impact on application
performance.

Introduction
The Blue Gene*/L (BG/L) supercomputer is a new,

massively parallel system developed by IBM in

partnership with Lawrence Livermore National

Laboratory (LLNL). BG/L uses system-on-a-chip (SoC)

integration [1] and a highly scalable architecture [2] to

assemble a machine with 65,536 dual-processor compute

nodes. Operating at a clock frequency of 700 MHz, BG/L

will deliver 180 or 360 teraflops of peak computing

power, depending on its mode of operation.

Each BG/L compute node can address only its

local memory, making message passing the natural

programming model for the machine. This paper

describes how we designed and implemented application-

level message-passing services for BG/L. The services

include both an implementation of the Message Passing

Interface (MPI) [3] and a more basic message-passing

infrastructure called the message layer.

Our starting point for MPI on BG/L [4] is the MPICH2

library [5] from Argonne National Laboratory. MPICH2

is designed with a portability layer called the Abstract

Device Interface, Version 3 (ADI3), which simplifies the

job of porting it to different architectures. With this

design, we could focus on optimizing the constructs

that were of importance to BG/L.

BG/L is a feature-rich machine. A good

implementation of message-passing services in BG/L

must leverage those features to deliver high-performance

communication services to applications. Its compute

nodes are interconnected by two high-speed networks:

a three-dimensional (3D) torus network that supports

direct point-to-point communication [6] and a collective

network to support broadcast and reduction operations.

Those networks are mapped to the address space of user

processes and can be used directly by a message-passing

library. We show how we designed our message-passing

implementation to take advantage of both types of

memory-mapped networks.

Another important architectural feature of BG/L is

its dual-processor compute nodes. A compute node can

operate in one of two modes. In coprocessor mode, a

single process, spanning the entire memory of the node,

can use both processors by running one thread on each

processor. In virtual node mode, two single-threaded
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processes, each using half of the node memory, run

on one compute node, with each process bound to

one processor. This creates the need for two modes

in our message-passing services, each with a different

performance impact.

We validated our MPI implementation on BG/L by

analyzing the performance of various benchmarks

on 32-node and 512-node prototypes. We used

microbenchmarks to assess how well MPI performed

compared with the limits of the hardware and how

different modes of operation within MPI compared

with one another. We used the NASA Advanced

Supercomputing (NAS) Parallel Benchmarks [7] to

demonstrate the benefits of virtual node mode when

executing computation-intensive benchmarks.

The rest of this paper is organized as follows. Next is an

overview of the hardware and software architectures of

BG/L, followed by a discussion of those details of BG/L

hardware and software that were particularly influential to

our MPI implementation. The architecture of our MPI

implementation is then presented. A discussion of the

basic architecture of the BG/L message layer is broken

down into discussions of point-to-point and collective

operations in the message layer. We then describe and

discuss the experimental results on the prototype machines

that validate our approach, and draw our conclusions.

BG/L supercomputer overview
The BG/L hardware [2, 8] and system software [9, 10]

have been extensively described elsewhere. In this section,

we present a short summary of the BG/L architecture

to serve as a background to the sections following.

Hardware architecture

BG/L incorporates 65,536 compute nodes and 1,024

input/output (I/O) nodes based on a custom SoC design

that integrates embedded low-power processors, high-

performance network interfaces, and embedded memory.

The basic unit of this architecture is a chip incorporating

two standard 32-bit embedded IBM PowerPC* 440

(PPC440) processors with private L1 instruction and data

caches, a small (2-KB) L2 cache and prefetch buffer, and

4 MB of embedded dynamic random access memory

(DRAM). The PPC440 cores are not designed to support

multiprocessor architectures. Therefore, their L1 caches

are not coherent, and the processors do not implement

atomic memory operations. To make up for this, the

BG/L chip provides a custom synchronization device, the

lockbox (a limited number of memory locations for fast

atomic test-and-sets and barriers), and a fast software

memory coherency mechanism (the blind device).

Each processor in the chip is augmented with a dual

floating-point unit (FPU) consisting of two 64-bit FPUs

operating in parallel. The dual FPU contains two

323 64-bit register files and is capable of dispatching two

fused multiply–adds in every cycle, i.e., 2.8 Gflops per

node at the 700-MHz target frequency. When both

processors are used, the peak performance is doubled

to 5.6 Gflops.

BG/L chips are also equipped with 1 GB of double-

data-rate (DDR) memory. The chips are built into racks

of 1,024 each (since their low-power design permits very

dense packaging), adding up to a total of 1 TB of memory

and 5.6 teraflops of floating-point performance.

The BG/L machine features five different networks (not

all of which are described here). For the purposes of our

MPI implementation, the most important network is the

torus. Each of the 65,536 compute nodes is connected

to its six neighbors through bidirectional links. The 64

racks in the full BG/L system form a 643 323 32 3D

torus. The network hardware guarantees reliable,

deadlock-free delivery of variable-length packets.

The fully equipped BG/L also contains 1,024 I/O nodes

(one I/O node to 64 compute nodes) that connect the

computational core with the external world. We call the

collection formed by one I/O node and its associated

compute nodes a processing set, or pset. Compute and

I/O nodes are built using the same BG/L chip, but I/O

nodes have the Ethernet network enabled.

The collective network provides high-performance

broadcast and reduce operations spanning all compute

and I/O nodes. It provides a latency of 2.5 ls for a 65,536-
node system. Its name notwithstanding, the collective

network also provides point-to-point messaging

capabilities which are used to implement communication

between I/O nodes and compute nodes. The collective is

wired in a way that allows psets to be physically disjoint

from one another with the I/O node acting as the root of

the pset.

The global interrupt network provides configurable OR

wires to perform full-system hardware barriers in 1.5 ls.
The torus, collective, and global interrupt network

interfaces are mapped to the memory of the PPC440

cores. Network packets can be sent and received by

reading and writing these addresses.

All of the torus, collective, and global interrupt

links between midplanes (a 512-compute-node unit of

allocation) are wired through a custom link chip that

performs redirection of signals. The link chips provide

isolation between independent partitions while

maintaining fully connected networks within a partition.

Software architecture

User application processes run exclusively on compute

nodes under the supervision of a custom compute node

kernel (CNK). The CNK is a simple, minimalist runtime

system written in approximately 5,000 lines of Cþþ that

supports a single application running by a single user in
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each BG/L node, reminiscent of PUMA [11]. It provides

exactly two threads: one on each PPC440 processor. The

CNK does not require or provide scheduling and context

switching. Physical memory is statically mapped,

protecting a few kernel regions from user applications.

Porting scientific applications to run on this new kernel

has been a straightforward process because we provide a

standard glibc runtime system with most of the POSIX

system calls.

Many of the CNK system calls are not directly

executed in the compute node, but are function-shipped,

i.e., forwarded through the collective to an I/O node

where they are then executed. For example, when a user

application performs a write system call, the CNK sends

collective packets to the I/O node managing the pset. The

packets are received on the I/O node by the console

I/O daemon (CIOD). This daemon buffers the incoming

packets, performs a GNU/Linux** write system call

against a mounted file system, and returns the status

information to the CNK through the collective network.

The daemon also handles job start and termination on the

compute nodes.

I/O nodes run a customized version of the PowerPC

port of the GNU/Linux kernel (Version 2.4), similar to

the one found in the MontaVista distribution [12]. They

also implement I/O and process control services for the

user processes running on the compute nodes. We mount

a small ramdisk with system utilities to provide a root file

system.

The system is complemented by a control system

implemented as a collection of processes running in an

external computer. All of the visible state of the BG/L

machine is maintained in a commercial database.

We have modified the middleware (such as IBM

LoadLeveler* and mpirun) to operate through the

CIOD-based control system, rather than launching

individual daemons on all of the nodes.

Hardware and system software impact on MPI
implementation

In this section we present a detailed discussion of the Blue

Gene/L features that have a significant impact on the

MPI implementation.

Torus network

The torus network guarantees deadlock-free delivery of

packets. Packets are routed on an individual basis, using

one of two routing strategies: a deterministic routing

algorithm, in which all packets follow the same path

along the x, y, z dimensions (in this order), and a minimal

adaptive routing algorithm, which allows individual

packets to make decisions about routing, resulting in

potential out-of-order delivery of packets.

MPI ordering semantics enforce the order in which

incoming messages are matched against the queue of

posted messages. Adaptively routed packets may arrive

out of order, forcing the MPI library to reorder them

in software. Packet reordering is expensive because it

involves memory copies and requires packets to carry

additional sequence and offset information, reducing

payload. On the other hand, deterministic routing leads

to more network congestion and increased message

latency, even on lightly used networks.

Each link in the torus network delivers two bits of raw

data per central processing unit (CPU) cycle (0.25 bytes

per cycle per link). Torus packets are multiples of

32 bytes, up to 256 bytes. The first 16 bytes of every

packet contain destination, routing, and software header

information. Thus, at most, 240 bytes of each packet can

be used to transmit useful data. In addition, for every

256 bytes injected into the torus by the processors, 14

additional bytes traverse the wire with cyclic redundancy

checks (CRCs), etc. Thus, the efficiency of the torus

network is g = 240/270 = 89%, or g3 0.25 = 0.22 bytes

per cycle per link. This translates to 154 MB/s/link at the

700-MHz chip frequency.

Adding up the raw bandwidth of the six incoming

and six outgoing links on each node, we obtain

123 0.25 = 3 bytes per cycle per node. The

corresponding bidirectional payload bandwidth is

2.64 bytes per cycle per node, or 1.8 GB/s/node.

The network guarantees reliable packet delivery. In any

given link, it resends packets with errors, as detected by

the CRC. Irreversible packet losses are considered to be

fatal errors and result in the machine being taken offline

for repairs. The communication library considers the

machine to be completely reliable.

Collective network

The collective network serves a dual purpose. It is

designed to perform MPI collective operations efficiently,

but it is also the main mechanism for communication

between I/O and compute nodes. The collective network

supports point-to-point messages of fixed length (256

bytes), delivering four bits of raw data per CPU cycle

(350 MB/s). It has reliability guarantees identical to the

torus. The collective packet length is fixed at 256 bytes, all

of which can be used for payload. Ten additional bytes

are added to each packet for operation control and link

reliability. Thus, the efficiency of the collective network is

g = 256/266 = 96%.

An arithmetic logic unit (ALU) in the collective

network hardware can combine incoming and local

packets using bitwise and integer operations, and forward

the resulting packet along the network. This mechanism

can be used to implement MPI collective operations.

Collective operations, such as broadcast and reductions
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[3], are done by having each node simply inject its

contribution into the network and extract the result.

Because the collective network ALU performs only

integer operations, floating-point MPI reductions have

to be performed in two phases, one to calculate the

exponents and another for the normalized mantissas.

Packet routing on the collective network is based on

packet classes. Collective network configuration is a

global operation that requires the configuration of all

nodes in a job partition. At the moment, we support

only MPI collective operations that involve all of the

compute nodes in a partition (i.e., operations on the

MPI_COMM_WORLD communicator in MPI).

CPU/network interface

As described before, the torus, collective, and barrier

networks are mapped into the processor memory. Torus

and collective packets are read and written by the

processor with special 16-byte single-instruction multiple-

data (SIMD) load and store instructions of the custom

FPUs. The SIMD load and store instructions used to

read and write network packets require that memory

accesses be aligned to a 16-byte boundary. However, the

MPI library does not have control over the alignment of

user buffers; moreover, a packet aligned correctly at the

sender may not be aligned correctly at the receiver

because of a different alignment of the receiving buffer.

Consequently, the MPI library is forced to realign packets

through memory-to-memory copies.

Network access overhead

Torus and collective packet reads into aligned memory

take approximately 204 CPU cycles. Packet writes can

take between 50 and 100 cycles, depending on whether the

packet is being sent from cache or main memory.

CPU streaming memory bandwidth

For MPI purposes, we are primarily interested in the

bandwidth for accessing large contiguous memory

buffers. These accesses are typically handled by prefetch

buffers in the L2 cache, resulting in a bandwidth of about

4.3 bytes per cycle.

We note that the available bandwidth of main memory

and the torus and collective networks are of the same

order of magnitude. Performing memory copies on this

machine to get data into and from the torus results in

reduced performance. It is imperative that network

communication be zero-copy wherever possible.

Operating modes and cache coherency

As mentioned before, the two PPC440 processors in a

chip are not cache-coherent. Software must take great

care to ensure that coherency is correctly handled at the

granularity of the CPU L1 cache lines: 32 bytes. Data

structures shared by the CPUs should be aligned at

32-byte boundaries to avoid coherency problems.

This restriction has resulted in multiple operating

modes for the machine. Heater mode, a term inherited

from PUMA, is how we initially developed the system

software and MPI library. In this node, one of the

processors does not contribute to the computation, but

merely sits in an idle loop. In virtual node mode, the

processors become two MPI tasks, partitioning the

memory and sharing the network resources. This has the

obvious drawback of reducing a precious commodity—

memory—even further; however, it completely solves the

coherency problem because the processors do not share

any memory. Coprocessor mode attempts to deal with the

problem head-on by allowing the second processor to

share memory and providing coherency in software.

Architecture of BG/L MPI

The Blue Gene/L MPI is an optimized port of the

MPICH2 [5] library, an MPI library designed with

scalability and portability in mind. Figure 1 shows two

components of the MPICH2 architecture: message

passing and process management. MPI process

management in BG/L is implemented using system

software services. We do not discuss this aspect of

MPICH2 further in this paper.

BG/L MPI is MPI-1.1-compliant and supports a subset

of the MPI-2 standard. There are parts of MPI-2 (such as

dynamic process management) that we do not plan to

support on BG/L; other parts of MPI-2, such as one-

sided communication, are not yet implemented, but we

have plans to support them; at the time of this writing,

MPI I/O development is still underway.

Figure 1 shows how BG/L MPI follows the overall

architecture of MPICH2. The upper layers of BG/L MPI

functionality are implemented entirely by MPICH2 code,

which also provides the implementation of point-to-

point messages, intrinsic and user-defined datatypes,

communicators, and collective operations. MPICH2

interfaces with the lower layers of the implementation

through the ADI3 layer [13], which consists of a set of

data structures and functions that must be provided

by the BG/L specific implementation.

The ADI3 interface deals with MPI requests (messages)

and functions to send, receive, and manipulate these

requests. Figure 1 depicts the ADI3 implementation on

BG/L in a separate box. The ADI3 implementation relies

on the message layer, an active message system [14–19], to

transport arbitrary-sized messages between compute

nodes using the torus network. The message layer

is described in more detail in the following section.

It interfaces with MPICH2 both by providing an

application program interface (API) that ADI3 can call,
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and through a set of event callback functions that the

ADI3 implementation registers with the message layer.

The MPICH2 collective function implementation

provides another hook-up point for BG/L-specific

functions. We provide several implementations of

optimized collectives using specific features of the

hardware. Some of these implementations rely on the

message layer, while others go to the packet layer to

manipulate network hardware directly.

The packet layer is a very thin stateless layer of

software that simplifies access to the BG/L network

hardware. It provides functions to read and write the

torus and collective networks, and to poll the state of

the network. To help the message layer implement

zero-copy messaging protocols, the packet layer provides

convenience functions that allow software to ‘‘peek’’ at

the header of an incoming packet without incurring the

expense of unloading the whole packet from the network.

Message layer architecture
The message layer implements a functionality much like

that of the low-level application program interface

(LAPI): sending and dispatching of arbitrary-sized

messages. It is divided into three main categories: basic

functional support, point-to-point communication

primitives (or protocols), and collective communication

primitives. The base layer acts as a support infrastructure

for the implementation of all of the communication

protocols. We start with the most basic functional aspects

of the message layer—the ability to send and receive

packets and messages.

Initialization

The message layer takes full control of a number of

hardware resources in the BG/L system—all of the torus

hardware FIFOs (queues in which access becomes

available according to the first in, first out rule).

The message layer does not share these resources.

Initialization resets all state machines, primes the rank-

mapping subsystem, and selects the operating mode

(virtual node mode, heater mode, or coprocessor mode),

on the basis of input parameters.

Advance loop

The advance loop is called whenever the message layer

has to make progress sending and/or receiving packets.

While the basic operating mode of the message layer is

polling-based, the advance loop is capable of executing

from an interrupt handler. The torus (and collective)

hardware support interrupt-driven operation, although

handling a hardware interrupt costs the processor about

103 cycles of context-switching overhead.

The message layer maintains a queue of messages being

sent. Messages generate packets to be sent to the network.

When a message is done sending packets, it is dequeued

from the send queue. Incoming packets are received and

dispatched on the basis of their types.

In coprocessor and virtual node mode, the network

hardware allows simultaneous access to two disjoint sets

of hardware FIFOs without compromising performance.

In virtual node mode, an additional (virtual) queue is

used to send messages between nodes.

Posting messages

Posting a message involves insertion into a send queue.

The message layer supports several alternative ways to

send a message.

For most packets sent through the torus network, e.g.,

the datastream of an MPI rendezvous message, packet

ordering is irrelevant. These types of messages can be sent

with fewer restrictions and adaptive network routing.

Eager messages and MPI control messages are posted

to be sent with ordering guarantees. The message layer

ensures non-overtaking packet semantics by two

techniques: FIFO pinning assigns a single hardware FIFO

to a particular message, ensuring that packets enter the

network in the same order in which they are generated.

The second technique, deterministic routing (mentioned

previously in the section on the hardware and system

software impact on MPI implementation), ensures that

packets arrive at the destination in the same order in

which they entered the network.

Figure 1

Blue Gene/L MPI software architecture. (GI � global interrupt; 
CIO � Control and I/O Protocol. CH3 is defined as the primary 
device distributed with MPICH2 for communication; MPD � 
multipurpose daemon.)
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Process mapping

On a machine such as BG/L, the correct mapping of MPI

applications to the torus network is a critical factor

in maintaining application performance and scaling.

Figure 2 compares the scaling characteristics of the NAS

Parallel Benchmark [7, 20, 21] Block Tridiagonal Solver

(BT) on BG/L when mapped onto a mesh naively and

optimally.

The message layer, like MPI, has a notion of process

ranks, ranging between 0 and N � 1, where N is the

number of processes participating. Message-layer ranks

are the same as the global ranks in MPI. The message

layer allows arbitrary mapping of torus coordinates to

ranks. This mapping can be specified via an input file

listing the torus coordinates of each process in increasing

rank order. An example mapping file describing a

possible mapping of eight ranks onto a 23 23 2 mesh

would look like this:

0 0 0 0
1 0 0 0
0 1 0 0
1 1 0 0
0 0 1 0
1 0 1 0
0 1 1 0
1 1 1 0

The default rank to torus coordinate mapping is called

XYZT and corresponds to the lexical ordering of (x, y, z)

triplets (in coprocessor or heater mode) or (x, y, z, t)

quadruplets (in virtual node mode, with t representing the

processor ID in each processor of a compute node).

Coprocessor mode support

To support the concurrent operation of the two non-

cache-coherent processors in a compute node (described

previously in the section on the hardware and software

impact on MPI implementation), the message layer

allows the use of the second processor both as a

communication coprocessor and as a computation

coprocessor. The message layer provides a non-L1-

cached—and hence coherent—area of the memory to

coordinate the two processors. This memory is called the

scratchpad. The main processor supplies a pool of work

units to be executed by the coprocessor. Work units can

be functions that are permanent, executed whenever the

coprocessor is idle, or transient, executed once and then

removed from the pool. An example of a permanent

function would be the one that uses the coprocessor to

help with the rendezvous protocol. To start a transient

function, one invokes the costart function provided

by the message layer. The main processor waits for the

completion of the work unit by invoking the cojoin

function.

The coprocessor can also help with communication

tasks. One of the permanent work units is a

communication thread that runs constantly.

Administrative data for messages received by the

coprocessor is held in the scratchpad. Messages processed

by the coprocessor are always aligned at cache-line

boundaries, and, at the end of the reception, the two

processors cooperatively enforce coherency in software.

Virtual node mode support

In virtual node mode, the kernel runs two separate

processes (and hence, MPI tasks): one in each processor

of a compute node. Some resources, such as the DDR

memory and the torus network, are evenly split between

the processors; others, such as the L3 cache, are shared.

The two MPI tasks running in the two CPUs of a

compute node share the network but also have to

communicate with each other. To solve this problem, we

have implemented a virtual torus device, serviced by a

virtual packet layer, in the scratchpad memory. Virtual

FIFOs make portions of the scratchpad look like a send

FIFO to one of the processors and a receive FIFO to the

other. Access to the virtual FIFOs is mediated with help

from the hardware lockboxes.

Virtual node mode doubles the number of tasks in

the message layer; it also introduces a refinement in

the addressing of tasks. As shown in the mapping file

above, instead of being addressed with a triplet (x, y, z)

denoting the torus coordinates, tasks are addressed with

quadruplets (x, y, z, t) where t is the processor ID (0 or 1)

in the current node. In coprocessor mode, t is always 0.

Message-layer support for MPI point-to-point

communication

To facilitate the implementation of MPI, the message

layer provides a number of protocols to support point-to-

point message transmission. The protocols are each suited

for particular bandwidth and latency requirements. The

BG/L MPI implementation uses all of these protocols,

depending on communication requirements.

The point-to-point messaging protocols are designed

for easy interaction with MPICH2. To match the

MPI relaxed completion semantics and allow for

good performance, all message-layer primitives are

nonblocking; the results of user actions are announced

through callbacks registered by the user.

To send a message, the user of the message layer must

be given the send buffer. In addition, at least one message

object must be allocated. This is typically done by

colocating message objects with MPI Request objects.

The message is initialized by the MPI call that sends the

message, and it is then posted to the message layer. The

message carries the address of the done () callback

function that will be called when the send is complete;

this callback will then update the MPI Request object

accordingly.
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At the receiving end, an incoming message triggers

an upcall to MPI, which retrieves a Request object by

consulting MPICH2 data structures. Further incoming

packets will be directed to this Request object and update

its status until the received message is complete.

Every messaging protocol knows how to packetize and

unpacketize messages, i.e., how to break down a send

buffer into torus and collective packets and how to

restore the message from the packets at the receiving end.

Eager protocol

The eager protocol is one of the simplest in terms of both

the programmer interface and implementation. The

sender assumes that the receiver will be able to handle

the message and simply starts sending packets.

To ensure correct MPI semantics, eager protocol

packets are sent with ordering guarantees, i.e., by

enforcing both FIFO pinning and packet ordering on

the network. Unpacking eager protocol packets is simple:

An offset counter keeps track of the current position in

the message and unpacks incoming packets into the

appropriate addresses.

Because of the deterministic routing, the eager protocol

is unsuitable for longer messages, since it tends to create

hot spots in the network, causing slowdowns.

‘‘One packet ’’ protocol

The ‘‘one packet’’ protocol is a simplified version of the

eager protocol for cases in which the send buffer fits into

a single packet. It is the ideal protocol for very short

messages because it has a very low overhead.

Rendezvous protocol

The rendezvous protocol corrects deficiencies that are

suffered by both the one-packet and eager protocols.

In the rendezvous protocol, data packets are adaptively

routed, avoiding the creation of hot spots in the network.

Also, in coprocessor mode, rendezvous protocol packets

can be received by the coprocessor, freeing up the main

processor and allowing for better simultaneous use of all

links.

In the rendezvous protocol, the sender first sends a

scout packet to the receiver, asking for permission to send

the rest of the data. To satisfy MPI ordering semantics, it

is enough to ensure the order of the scout packet with

respect to the rest of the traffic between the sender

and receiver; rendezvous data packets can be routed

dynamically. This is true because, while MPI requires

messages to be matched at the receiver in the same order

in which they were sent, no requirements exist with

respect to the order in which messages are actually sent.

In our current implementation of the protocol,

reception is executed by the coprocessor, subject to

availability, cache coherency, and alignment constraints.

In particular, the receiver coprocessor is able to handle

only packets carrying contiguous data aligned at cache-

line boundaries (to avoid coherency problems).

Adaptive eager protocol

The adaptive eager protocol is a version of the eager

protocol that uses no deterministically routed packets.

To ensure MPI matching semantics, the receiver sends

a confirmation packet every time a new message is

matched. The sender has to wait for the confirmation

before sending a new message.

The obvious drawback of this solution is that there is

a lag time of at least one network round trip between

subsequent message sends. This limits performance if

the sender is sending many short messages to the same

receiver. This situation, however, is unlikely to appear in

well-tuned MPI programs, because it can be fixed very

easily by sending one larger message instead of many

small ones. We believe that the adaptive eager protocol

will become more important as the BG/L machine is

scaled beyond 20,000 processors, when the negative

characteristics of the (deterministically routed) eager

protocol will start to appear.

Virtual node mode protocol

The virtual node mode protocol helps communication

between the two processors on the same node when the

system operates in virtual node mode. Since each of the

two processors can see the memory area of the other, this

protocol involves sending a packet from the sender to the

receiver indicating the address of the send buffer. The

Figure 2

Comparison of NAS BT benchmark (class B) scaling characteris-
tics when mapped onto the Blue Gene/L torus naively (red curve) 
and optimally (blue curve).
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receiver then copies the buffer into local memory and

notifies the sender (through a response packet) that the

send buffer can be overwritten. This mechanism allows

for much faster communication than through the

scratchpad, because the message data is not cycled

through uncached memory.

Message-layer support for MPI collective operations

Most MPI implementations, including MPICH2,

typically implement collective communication in terms

of point-to-point messages. On the BG/L platform, the

default collective implementations of MPICH2 suffer

from low performance for at least three reasons:

� The MPICH2 collectives are written for a crossbar-

type network, not for special network topologies such

as the BG/L torus network. Thus, the default

implementation more often than not suffers from

poor mapping (see the previous section on message-

layer architecture).
� Point-to-point messaging in BG/L MPI has a high

overhead because of the relative slowness of the

CPU compared with the network speed. Thus,

implementing, for example, MPI broadcast in

terms of a series of point-to-point messages results

in poor behavior at short message sizes, where

overhead dominates the execution time of the

collective.
� Some of the network hardware performance-

enhancing properties are unused when only standard

point-to-point messaging is employed. A good

example of such a feature is the torus deposit bit,

which lets packets be ‘‘deposited’’ on every node they

touch on the way to the destination. Another such

feature is the collective network, which is not used at

all by point-to-point messaging.

Our work on collective communication in the message

layer is far from complete. In this paper, we present

the concepts behind optimized MPI_Bcast and

MPI_Alltoall [v] algorithms.

The standard MPICH2 implementation of MPI_Bcast

is a binomial tree algorithm; for large messages it is

implemented as a binomial scatter followed by an

allgather. This algorithm, mapped naively into the torus,

causes several links to be used by multiple streams at

once, resulting in low aggregate bandwidth.

We have implemented a version of MPI broadcast

based on van de Geijn’s optimized mesh algorithm [22],

which uses the multicast capability of the torus hardware

to broadcast packets in a rectangular region of the

mesh/torus. The algorithm is pipelined at a packet

level. Figure 3 shows the route of a single packet in

a 43 43 4 mesh. The route is fairly complicated,

but allows up to three such routes to be set up in the

same 3D mesh without any two routes sharing a

torus link. The algorithm can then cut the message

into three equal parts, allowing broadcast to happen

up to three times faster on this network.

The expected performance of the optimized torus

broadcast algorithm depends on the number of

simultaneous edge-disjoint spanning trees that can be

found in a rectangular region. In addition, performance is

limited by synchronization problems (as discussed by

Watts and van de Geijn [22]), and by the load on the

processors, which have to keep up with considerable

incoming and outgoing traffic on the links.

We have also written a version of MPI_Alltoall [v]

that uses the message layer directly and optimizes the

injection of packets to achieve high network efficiency.

While our algorithm is conceptually equivalent to the

greedy ‘‘post everything/wait’’ algorithm also employed

by MPICH2, it yields better performance because, at the

message-layer level, we are able to optimize packet

injection to even out network traffic and we are able to

use the memory system prefetch engines to obtain faster

access to read buffers.

Our short-term future plans include implementations

of MPI_Barrier, MPI_Allgatherv, and MPI_Allreduce.

Figure 3

One of three independent deposit-bit-based broadcast routes in a 
three-dimensional mesh.
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Our primary focus is on these primitives because they are

in demand by the people doing application tuning on

BG/L today. In particular, broadcast, allgather, and

barrier are heavily used by the High-Performance

Linpack (HPL) benchmark [23], which determines the

Top500 [24] ranking of BG/L.

Performance analysis

In this section, we discuss the performance characteristics

of the MPI library. We present microbenchmark results

that analyze different aspects of our current MPI

implementation. We compare different message-passing

protocols. We compare performance between coprocessor

mode and virtual node mode. Finally, we measure the

performance of BG/L-specific optimized implementations

of some MPI collectives.

To measure performance, we used various

microbenchmarks, some written directly on top of the

message layer, others on top of MPI. These are some

of the same benchmarks we actually used in the

development of the message layer and MPI.

All performance figures presented in this paper were

measured on second-generation BG/L systems running at

700 MHz. Most of our microbenchmark runs were made

on 32-node systems. Scalability studies were performed

on systems consisting of up to 512 nodes.

Table 1 shows the half-round-trip latency of one-

byte messages sent with all of the four point-to-point

protocols. Latencies were measured between two nearest

neighbors in the torus, with both message-layer and MPI

versions of Turner’s pong program [25]. The one-packet

protocol has the lowest overhead, about 1,600 cycles.

The highest overhead by far belongs to the rendezvous

protocol, with the two eager variants in the middle of the

range. When measured from within MPI, the latency

numbers increase drastically because of the additional

software overhead. All measurements are shown both

in cycles and in microseconds.

MPI adds approximately 750 cycles of overhead in the

case of the one-packet protocol and more than 1,300

cycles in the case of the eager protocol. In the case of the

adaptive eager protocol, MPI overhead also measures the

time required to obtain the next token from the receiver;

hence, MPI time more than doubles compared with the

message-layer timing.

Figure 4(a) shows half-round-trip latency as a function

of the Manhattan distance1 between the sender and the

receiver in the torus. The figure clearly shows a linear

dependency, starting with 3.35 ls for nearest-neighbor
nodes and increasing by 90 ns with every hop.

Point-to-point message bandwidth

Figure 4(b) shows MPI bandwidth measured on a

single bidirectional link of the machine (sending and

receiving at the same time). The figure shows the raw

bandwidth limit of the machine running at 700 MHz

(2 links3 175 = 350 MB/s), the net bandwidth limit

(g3 23 175 = 310 MB/s), and the measured bandwidth

as a function of message size. The figure shows good

performance for relatively short message sizes: half

bandwidth is reached for messages of 500 bytes.

Figures 4(c), 4(d), 4(e), and 4(f) compare the multilink

performance of the eager, adaptive eager, and rendezvous

protocols, the latter with and without the help of the

coprocessor. We can observe the number of simultaneous

active connections that a node can handle. This is

determined by the amount of time spent by the processor

handling each individual packet belonging to a message;

when the processor cannot handle the incoming and

outgoing traffic, the network backs up.

In the case of the eager and rendezvous protocols,

without the help of the coprocessor, the main processor is

able to handle two bidirectional links simultaneously. The

adaptive eager protocol, which is the least optimized at

the moment, cannot handle even two links. In any case,

when network traffic increases, the processor becomes

a bottleneck, as shown by Figures 4(c), 4(d), and 4(e).

Figure 4(f) shows the effect of the coprocessor helping

out in the rendezvous protocol: MPI is able to handle the

simultaneous traffic of more than three bidirectional

links in this case.

Coprocessor and virtual node modes compared

Figure 5(a) shows a comparison of per-task performance

in coprocessor and virtual node modes. We ran a subset

of the out-of-the-box version of Class B NAS Parallel

Benchmarks [21] on a 32-compute-node subsystem of the

512-node BG/L prototype. The numbers of MPI tasks in

coprocessor mode that we used are as follows: 25 for BT

and SP and 32 for the other benchmarks. In virtual node

mode, we used 64 MPI tasks for all benchmarks.

Table 1 Round-trip latency comparison of all protocols.

(� Springer Verlag LNCS 3149,3241, 2004. Reprinted with

permission.)

Protocol name Message layer MPI

Cycles ls Cycles ls

One-packet 1,600 2.29 2,350 3.35

Eager 2,700 3.86 4,000 5.71

Adaptive eager 3,300 4.71 11,000 15.71

Rendezvous 12,000 17.14 17,500 25.0

1 The ‘‘Manhattan distance’’ between two points is the sum of the (absolute)
differences of their coordinates. Informally, it is like having to walk on a grid—
something like city blocks in New York—to get to your destination.
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Figure 4

(a) Round-trip latency as a function of Manhattan distance. Comparison of multilink bandwidth performance of MPI protocols: (b) single 
link measured MPI bandwidth, (c) eager protocol, (d) rendezvous protocol, (e) adaptive eager protocol, and (f) rendezvous protocol with 
coprocessor support. (©2004, Springer Verlag LNCS 3149,3241. Reprinted with permission.) 
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Ideally, per-task performance in virtual node mode

would be equal to that in coprocessor mode, resulting in a

net doubling of total performance (because of the doubling

of tasks executing). However, because of sharing node

resources—including the L3 cache, memory bandwidth,

and communication networks—individual processor

efficiency degrades between 2% and 20%, resulting in

less than ideal performance results. Nevertheless, the

improvement warrants the use of virtual node mode for

these classes of computation-intensive codes.

Optimized MPI broadcast on the torus and collective

Figure 5(b) compares the performance of three

implementations of MPI_Bcast. The baseline is the

default implementation of MPI_Bcast in MPICH2 using

point-to-point messages. We compare this with a mesh-

aware implementation of broadcast using point-to-

point MPI messages. Finally, we have a mesh-aware

implementation of broadcast directly in the message

layer, this one using the deposit-bit feature of the torus

network hardware. All three algorithms ran on the same

43 43 2 mesh.

The standard MPI broadcast outperforms both of the

optimized algorithms for small message lengths but tops

out at about 60 MB/s, less than half the bandwidth of a

single link. The collective-based implementation reaches

100% efficiency (about 350 MB/s bandwidth); the torus-

based implementation tops out at a bit less than two

links’ worth of bandwidth, or about 60% efficiency

compared with its theoretical peak. The root cause

for the relatively low efficiency is that the processor is

unable to keep up with the torus traffic. We are planning

to correct this, at least in coprocessor mode, by allowing

the coprocessor to help with the broadcast.

Optimized MPI alltoall[v] on the torus

Figure 6 compares the performance of two

implementations of MPI_Alltoall. The baseline is the

unmodified MPICH2 implementation. The MPICH2 uses

one of four strategies, depending on message size and

communicator size, but all four algorithms are essentially

designed for multiported systems [26].

We compare the baseline with a highly optimized

message-layer-based implementation of alltoall which

injects packets in an order that allows good memory

use at the sender and evens traffic in the network.

Figure 5

(a) Comparison of per-task performance in coprocessor and virtual 
node mode. (b) Performance comparison of broadcast implemen-
tations.
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We consider 100% efficiency to be represented by the

theoretical cross-section bandwidth of the network

(an 83 83 8 mesh for this experiment). The optimized

implementation achieves close to 100% efficiency, while

the baseline goes up only to 30%.

Conclusions
The Blue Gene/L supercomputer represents a new level

of scalability in massively parallel computers. Given

the large number of nodes, each with its own private

memory, we need an efficient implementation of message-

passing services, particularly in the form of an MPI

library, to effectively support application programmers.

The BG/L architecture provides a variety of features that

can be exploited in an MPI implementation, including the

torus and collective networks and the two processors

in a compute node.

This paper reports on the architecture of our MPI

implementation and presents initial performance results.

Starting with MPICH2 as a basis, we provided an

implementation that efficiently uses the collective and

torus networks and has two modes of operation for

leveraging the two processors in a node. Key to our

approach was the definition of a BG/L message layer that

maps directly to the hardware features of the machine.

The performance results show that different message

protocols exhibit different performance behaviors,

with each protocol being better for a different class of

messages. The results also show that the coprocessor

mode of operation provides the best communication

bandwidth, whereas the virtual node mode can be very

effective for the computation-intensive codes represented

by the NAS Parallel Benchmarks.

Our MPI library is already being used by various

application programmers at IBM and LLNL, and those

applications are demonstrating very good performance

and scalability in Blue Gene/L. Other application-level

communication libraries, which would be implemented

using the BG/L message layer, are also being considered

for the machine. The lessons learned on this prototype

will guide us as we move to larger and larger machine

configurations.
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the Universidad Católica, Buenos Aires, Argentina.

John A. Gunnels IBM Research Division, Thomas J. Watson
Research Center, P.O. Box 218, Yorktown Heights, New York
10598 (gunnels@us.ibm.com). Dr. Gunnels received his Ph.D.
degree in computer science from the University of Texas at Austin.
He joined the Mathematical Sciences Department of the IBM
Thomas J. Watson Research Center in 2001. His research interests
include high-performance mathematical routines, parallel
algorithms, library construction, compiler construction, and
graphics processors. Dr. Gunnels has coauthored several journal
papers and conference papers on these topics.

C. Chris Erway Computer Science Department, Brown
University, P.O. Box 1910, Providence, Rhode Island 02912
(cce@cs.brown.edu). Mr. Erway received a B.A. degree in
computer science and music from Cornell University in 2002. He is
currently a Ph.D. student in computer science at Brown University.
Mr. Erway was a student software engineer at the IBM Thomas J.
Watson Research Center working on Blue Gene system software.

Philip Heidelberger IBM Research Division, Thomas J.
Watson Research Center, P.O. Box 218, Yorktown Heights, New
York 10598 (philiph@us.ibm.com). Dr. Heidelberger received a
B.A. degree in mathematics from Oberlin College in 1974 and a
Ph.D. degree in operations research from Stanford University in

IBM J. RES. & DEV. VOL. 49 NO. 2/3 MARCH/MAY 2005 G. ALMÁSI ET AL.
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