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Abstract

This document provides an overview or "roadmap” of the work done by the Grid Forum
Grid Security Infrastructure (GSl) working group. It describes some of the terminology
used in the working group's documents, the theory, mativations, and requirements behind
GSl, and the various pieces that together comprise GSI. It identifies each document
developed by the GSI working group, and describes the relationships among these
documents and various | ETF standards documents. It also provides advice to would-be
GSl implementers about some of the issues discussed at length during GSI devel opment,
in hopes of making it eesier to build implementations that will actudly interoperate.
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| ntroduction

The term "the Grid" was coined in the mid 1990s to denote a proposed distributed
computing infrastructure for advanced science and engineering [9, 15]. The Grid
Security Infrastructure (GSI) was subsequently developed, based on existing standards, to
address the unique security requirements that arise in Grid environments, as described in
[6, 8]. Theformation of the Grid Forum as a body to promote and develop Grid
technologies, and the broad acceptance that GSI has received within the Grid community,
led to the formation of the Grid Forum GSl working group to foster the specification and
development of GSI. This document is an informationa Grid Forum draft that provides
an overview or “roadmap” of the work done, and documents produced by, the GSI
working group. It isintended to provide information; there are no requirements or
specifications in this document.

Section 2 of this document defines terminology used in the working group’ s documents.
Section 3 covers "GSl theory;" it explains what were the GSI working group's basic
assumptions, mativations, and requirements, dong with how these relate to existing
standards and solutions. Section 4 provides an overview of the various documents that
comprise GSl. It identifies which documents address which areas, and describes the
relationships among the various documents. Section 5 contains "Advice to
implementers.” Its primary purposeisto capture some of the mgjor issues discussed by
the GSI working group, as away of explaining WHY some of the requirements and
specifications say what they say. This should cut down on the number of
misinterpretations of the documents, and help developers build interoperable
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implementations. Section 6 contains alist of contributors we wish to thank. Section 7
provides alist references. Section 8 discusses security considerations. Section 9
provides contact information for the editors.

Conventions used in this document

The key words"MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in
this document are to be interpreted as described in RFC-2119 [5].

Terminology

The next subsections define various terms used throughout this document.

Protocols, Services, APIs, SDK's

Wefirg define four terms that we will use extengvely throughout the GSI working group
documents: protocol, service, SDK, and API.

1.1.1. Pr otocol

A protocol isaset of rulesthat end points in atelecommunication system use when
exchanging information. For example:

e Thelnternet Protocol (IP) defines an unreliable packet transfer protocal.

e TheTransmission Control Protocol (TCP) builds on 1P to define ardiable data
delivery protocal.

*  TheTrangport Layer Security (TLS) Protocol [7] defines aprotocol to provide
privacy and data integrity between two communicating applications. It islayers on
top of some reliable transport protocol such as TCP.

*  TheLightweight Directory Access Protocol (LDAP) builds on TCP to definea
query-response protocol for querying the state of aremote database.

An important property of protocolsis that they admit to multiple implementations: two
end points need only implement the same protocol to be able to communicate. Standard
protocols are thus fundamentd to achieving interoperability in adistributed computing
environmen.

A protocol definition also says little about the behavior of an entity that spesksthe
protocol. For example, the FTP protocol definition indicates the format of the messages
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used to negotiate afile transfer, but does not indicate what a recelving entity should do
with the file once received.

Asthe above examplesindicate, a protocol is usudly layered on top of some other more
generd protocol.

1.1.2. Service

A service isan entity that speaks a particular protocol and implements a particular
behavior. (I.e, "service = protocol + behavior.") For example:

* AnFTP sarver spesks the File Transfer Protocol, and supports remote read and write
accessto acollection of files. Different FTP server implementations say support
different behaviors. For example, one may alow accessto files on the server’ s disk,
another may alow accessto files on a mass storage system, and another may perform
caching of filesin memory to improve performance under certain conditions.

* AnLDAP sarver speaksthe LDAP protocol, and supports response to queries. One
LDAP sarver implementation may respond to queries using a database of information,
while another may respond to queries by dynamicaly making SNMP cdlsto generate
the necessary information on the fly.

A sarvice definition may permit avariety of implementations. For example, asarvice
may or may not be persigtent (i.e., dways available); be able to detect and/or recover
from certain errors; run with privileges, and/or have a distributed implementation for
enhanced scalability. If variants are possible, then discovery mechanisms that dlow a
client to determine the properties of a particular ingtantiation of a service are important.

1.1.3.  Software Development Kit (SDK)

We use the term Softwar e Development Kit (SDK) to denote a set of code designed to be
linked with, and invoked from within, an application program to provide specified
functiondity. Some SDKs provide access to services viaa particular protocol. For
example

e The OpenLDAP rdeaseincludes an LDAP client SDK, which contains alibrary of
functions that can be used from a C or C++ gpplication to perform queriesto an
LDAP sarvice.

* JIDNI isaJava SDK, which contains functions that can be used to perform queriesto
an LDAP savice.

There may be multiple SDKs, for example from multiple vendors, which implement a
particular protocol. Further, for client-server oriented protocols, there may be separate
client SDKsfor use by applications that want to access a services, and server SDKsfor
use by service implementers that want to implement particular, cusomized service
behaviors.
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An SDK need not speak any protocol. For example, an SDK that provides numerica
functions may act entirely localy, and not need to spesk to any servicesto peformsits
operations.

1.1.4.  Application Program Interface (API)

An Application Program Interface (API) defines agtandard interface (e.g., set of
subroutine calls, or objects and method invocations in the case of an object-oriented AF!)
for invoking a pecified set of functiondity. For example:

e The Generic Service Sarvice (GSS) AP [13] defines slandard functions for verifying
identify of communicating parties, encrypting messages, and o forth.

 TheMPI AP defines standard interfaces, in severd languages, to functions used to
transfer data among processes in adistributed or parallel computing system.

An AH is by definition, language specific, dthough multiple language bindings may be
defined. The language may be a conventiona programming language such as C or Java,
or it may beashdl interface. In the latter case, the AP refers particular definition of
command line arguments to the program, the input and output of the program, and the
exit satus of the program.

An APl will normaly specify a sandard behavior, but can admit to multiple
implementations. In other words, there may be multiple SDK's that implement the same
API.

It isimportant to understand the relationship between APIs and protocols. A protocol
definition says nothing about the APIs that might be used to generate protocol messages.

A sngle protocol may have many APIs asingle APl may have multiple implementations
that target different protocols. In brief, sandard APIs enable portability; standard
protocols enable interoperability. For example, both public key and Kerberos bindings
have been defined for the GSS-API. Hence, aprogram that uses GSS-API cdlsfor
authentication operations can operate in either apublic key or a Kerberos environment
without change. On the other hand, if we want a program to operate in a public key and a
Kerberos environment at the same time, then we need something new: a sandard

protocol that supports interoperability of these two environments.

Security Terminology

Security isacomplex, multi-faceted problem. In order to understand Grid security
requirements, one must understand some basic terms:

e Identity (or Subject or Principal): Thisisthe name of a particular person, service, or
entity.
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Authentication: A procedure by which one party is able to determine the identity of
another party.

e Credentials: A bundle of informetion containing identity and other related
information, which is used during the authentication procedure.

e X.509: The standard credentid format used in public key security infrastructures.

*  Impersonation: When one entity to assumes the identity of another identity for the
purpose of authentication.

»  Delegation: When one entity grants ability to act on its behaf to another entity.

*  Authorization: Once authentication has established identity, thisis the procedure of
determining what that subject is dlowed to do.

*  Message integrity: Protection of communication, which ensures that the contents of a
message cannot be modified by an attacker.

*  Message confidentiality: Protection of communication, which ensures thet the
contents of a message cannot be read by an attacker. Thisis sometimes caled
“encryption”, but this is confusing as encryption agorithms underlie many security
operations asde from message confidentidity. Thisis sometimes dso cdled
“message privacy”, but privacy aso tends to have another meaning as defined below.

« Digital sgnature: A cryptographic procedure that dlows one entity to verify thet a
particular piece of data was produced by a particular subject. (SJT: Thisdefinitionis
not quite right.)

*  Non-repudiation: A cryptographic procedure that alows one entity to prove that a
piece of data was undeniably produced by a particular subject, perhaps a a particular
time. (SJT: Thisdefinition is not quite right.)

Privacy: Thisis protection from unauthorized information disclosure.
Other good security definitions can be found in RFC 2510, Section 1.2, Definitions of

PKI Entities [3], including definitions for Subjects and End Entities, Certification
Authority, Regidration Authority.

GSl Theory

This section explains what were the GS working group's basi ¢ assumptions, motivations,
and requirements, ong with how these relate to existing standards and solutions.

Grid Security Requirements
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A Grid security solution should be based on existing standards wherever possible.
Security isan extremey complex problem, with specific solutions incrementally
developed over many years by many extremely tdented people. Further, the community
generdly only trusts a particular security solution if it has stood the tests of time and
repeated scrutiny.

However, Grid environments have a broad range of security requirements [6, 8].
Unfortunately, no single, existing, standard security solution addresses dl of these
requirements, though idedlly a Grid security solution would extend existing standards.

Grid authentication requirements include:
 Sdnglesignon

Usars must be able to "log on" (authenticate) just once and then have accessto any
resource in the Grid that they are authorized to use, without further user intervention.

»  Delegation

A user must be able to endow to a program the ability to run on that user's behdf, so
that the program is able to access the resources on which the user isauthorized. The
program should (optionally) also be able to further delegate to another program.

* Integration with various local security solutions

Each dte or resource provider may employ any of avariety of locd security
solutions, including Kerberos, Unix security, etc. The Grid security solution must be
able to interoperate with these various loca solutions. It cannot require wholesde
replacement of loca security solutions, but rather must dlow mapping into the local
environmen.

e User-based trust relationships

In order for a user to use resources from multiple providers together, the security
system must not require each of the resource providersto cooperate or interact with
each other in configuring the security environment. In other words, if auser hasthe
right to use Stes A and B, the user should be able to use Sites A and B together
without requiring the security adminidtrators from sites A and B to interact.

Grid requirements for communication protection include:

*  Flexible message protection
An gpplication must be able to dynamicaly configure a service protocol to use
various levels of message protection, including none, just integrity, or integrity plus

confidentidity. The choice may be motivated by factors such as sengtivity of the
messages, performance requirements, the parties involved in the communication, and
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the infragtructure over which the message is trangiting.
Supports various reliable communication protocols

While TCP is the dominant, and widely available, reliable communication protocol
for the Internet, the security mechanisms must be usable with awide assortment of
other reliable communication protocols. For example, performance requirements
may dictate the use of non-TCP protocols for use within specidized environments.

Supports independent data units (IDU)

Some gpplications require "protection of a generic data unit (such asafileor
message) in away which is independent of the protection of any other data unit and
independent of any concurrent contact with designated 'receivers of the dataunit” [1].
For example, streaming media, email, and unreliadble UDP datagrams dl require this
form of protection.

Grid authorization requirements include:

Authorization by stakeholders

Resource owners or stakeholders must be able to control which subjects can access
the resource, and under what conditions.

Restricted delegation

In order to minimize exposure from compromised or misused delegated credentids, it
is desirable to have rich support for the redtriction of the authorization rights that are
del egated.

Existing Standards

A variety of security standards exist, but none address al of the requirements described in
the previous section. This section briefly describes the rdationship of some of these
exiging standards to the above requirements.

Tuecke

Kerberos[12]
Thisisawiddy accepted IETF standard for maintaining Ste security via
authentication, message integrity, message confidentidity, based on shared secret
cryptography. It provides many of the requirements for a Grid, such as sngle sgn-on,
delegation, and flexible message protection. Unfortunately, it does not address the
following requirements:

* Integration with variouslocal security solutions

Kerberos implementations tend to replace local security solutions, not integrate
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with them. This meansthet every resourcein avirtua organization must be
running Kerberos, not only as the security for interoperating with other members
of the virtud organization, but also asthe native, locd security solution. Thisis
currently not palatable to many Stes.

*  User based trust relationships

Even if Kerberos were ubiquitoudy deployed, Kerberos gtill suffers from the fact
that it requires sSite-based trust relationships, rather than user-based trust
relaionships. Thefact that a user aready has trust reationships with multiple
gtes (i.e. the user can login to each Kerberos realm) is not sufficient under
Kerberosto dlow that user to use resources a multiple Stes as part of asingle,
secure, distributed operation. For thisto work, the Kerberos security
adminigrators of those two realms must set up inter-redlm trust agreements.
History has proven that this not feasible in practice except in the case of tightly
controlled Grids such asin the military and other classfied networks.

TLS[7]

Previoudy known as SSL, thisisthe widely accepted IETF standard for Web
authentication, message integrity, and message confidentidity, based on public key
cryptography. Its strengths and weaknesses are somewhat the opposite of Kerberos,
inthat TLS addressesissues of user-based trust relationships, but does not address
sngle sgn-on and delegation.

PKIX [4]

Thisisaset of IETF standards that describe protocols and syntax for managing X.509
credentids for public key security infrastructures. These may be used in conjunction
with, for example, TLS.

CMS (Cryptographic Message Syntax) [10]

This IETF standard defines a syntax "to digitally sgn, digest, authenticate, or encrypt
arbitrary messages' [10]. In other words, it defines a standard way to protect
independent data units (IDUS).

GSS-API (Generic Security Service API) [13, 16]

Thisisan IETF standard which defines an AP for providing authentication, message
integrity, and message confidentidity. It assumestwo party, reliable, connection
oriented communication, such as TCP/IP or any data communication protocol with
these properties. It can be used with any of avariety of underlying security
mechanisms. It supports, or is neutrd to, al of the Grid requirements described
above. Thereforeitisan excdlent AP for Grid programming.

IDUP-GSS-API (Independent Data Unit Protection GSS-API) [1]
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This|ETF standard extends the GSS-AP! to include support for protection of
independent data units. Thisadlows for protection of other forms of communication,
such as unrdiable, out- of-order, multicast, and/or connectionless.

SPKM (Smple Public Key GSS-API Mechanism) [2]

Thisisan IETF standard GSS-AP! binding to public key protocols for authentication,
message integrity, and message confidentiality. It does not support delegation. While
commercia implementations of SPKM exigt, to date it has not been widdy adopted.

GSl Solutions

The GSI protocols, APIs, and services were assembled and/or devel oped to address the
authentication and communication protection requirements described above, while
exploiting existing sandards to the grestest extent possible. GSI provides interdomain
security protocols that bridge the gap between the different local security solutions at a
Grid's condtituent Stes. The sgnificant festures of GSl asfollows

»  Each entity (user, resource, service, etc.) isassgned aglobaly unique identity. We
represent identity by a certificate, which specifies the name and additiond
information that can be used to identify the entity (e.g., apublic key). In GSl, we

represent certificates using the standard X.509 format. A certificate authority, or CA,

isatrusted third party that is responsible for assgning name to an entity.

*  Eachentity isaso provided with ameans of proving thet it possesses a specific
identity. In GSl, identity checking isimplemented by the authentication agorithm
defined by the TLS protocol. The veracity of the entity’ s identity is only as good as
the trust placed in the CA that issued the certificate in thefirst place. Thusthe
authentication agorithm must vaidate the identity of the CA as part of the
authentication protocol.

*  Anentity may delegate a subset of its rightsto athird party (such as a process
created by a program) by creating atemporary identity called a proxy. A proxy
certificate is a certificate Sgned by the user or a previous proxy for the user, thus
cregting achain of Sgnatures terminating with the CA that issued the initid
certificate. By checking the certificate chain, processes started on separate sites by
the same user can authenticate to one another without requiring that the user send his
or her credentidsto ether Ste. A proxy may also have associated with it a

specification of what operations the proxy credentia can be used to perform, in which

caseitistermed arestricted proxy.

Documents

The Grid Security Infrastructure is defined by a particular combination of new and
existing standard protocols, APIs, and services.
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Grid Security Protocols (GSP)

The Grid Security Protocols (GSP) are defined by a particular combination of protocols
and syntaxes:

Transport Layer Security Protocol (RFC 2246) [ 7]

Provides for public key based authentication, message integrity, and message
confidentidity between two parties over ardiable, connection oriented
communication channd (eg. TCP/IP).

X.509 Certificate and CRL Profile (RFC 2459) [ 11]

GSP credentias conform to the X .509 cettificate format. Standard certificate
revocation list (CRL) formats are used for invaidating GSP credentids.

X.509 Proxy Certificates (Grid Forum draft)

GSP defines anovel way of creating and checking user signed X.509 certificates to
dlow for angle Sgn-on and delegation.

X.509 Proxy Delegation Protocol (Grid Forum draft)
GSP defines a protocol that dlows for remote creation of an X.509 proxy certificate

over asecure, raiable, connection oriented communication channd. This defines
how GSP supports remote delegation on top of TLS.

To ensure interoperability amongst Grid security implementations, any implementation
that clams to implement GSP must implement the above standards.

In the future, GSP will be extended to indlude:

Tuecke

Cryptographic Message Syntax (RFC 2630) [ 10]

Provides for public key based authentication, message integrity, message
confidentidity, and digita sSgnatures of independent data units (IDUs). Thisdlows
for authenticated and protected communication over unreliable, out-of-order,
multicast, and/or connectionless mechanisms. Delegation can be performed over
these mechanisms by using CM Sto encrypt an X.509 proxy certificate.

Online Certificate Satus Protocol (RFC 2560) [ 14]
"In lieu of or as a supplement to checking againgt a periodic CRL, (OCSP endbles

gpplications) to obtain timdy information regarding the revocation status of a
catificate' [14].
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*  X.509 Extension For Restricted Proxy Certificates (Grid Forum draft)
In order to properly protect proxy credentials against comprise or misuse, GSP

defines an X.509 extenson within a proxy certificate which describes redtrictions
upon what the proxy certificate can be used for.

Grid Security APIs

It is recommended that a GSP compliant SDK implement the following standard APIs:

» GSSAPI (RFC 2743) [13, 16]
This API dlows an application to perform authentication, message integrity, and
message confidentidity, and delegation when doing two party, reliable, connection
oriented communication.

«  GSSAPI Extensions for the Grid (Grid Forum draft)
Experience in usng GSS-API for numerous Grid applications has shown that small
extensonsto GSS-API arerequired. These extensons dlow for better management
of multiple credentids by an gpplications, and for more flexible delegeation.

G Shel API (Grid Forum draft)

This defines shell interfaces to GSl operations such as proxy cregtion (i.e. login),
proxy destruction (i.e. logout), proxy inquiry, €tc.

In the future, as GSP is extended as described above, it is recommended that a GSP
compliant SDK dso implement the following AFL:

«  IDUP-GSSAPI (RFC 2479) [1]

This AP dlows an gpplication to perform authentication, message integrity, message
confidentiaity, and delegation

Currently, there are no standards for you the above APIs relate to the GSP protocols. The
GS working group will develop the following standard bindings:

e The Grid GSSAPI Mechanism (Grid Forum draft)

This document defines how the AP functions defined in GSS-API and GSS-API
Extensonsfor the Grid map to the GSP protocols.

e TheGrid IDUP-GSS-API Mechanism (Grid Forum draft)

This document defines how the API functions defined in IDUP-GSS-API map to the
GSP protocols.

Tuecke Informational - Expires July 2001 12



Internet Draft GSl Roadmap February 2001

Grid Security Services

Various services are required for ease of use and interoperability with local security
environments. Severa such services are describesin this section. These services will be

defined by GSI working group documents that define their protocols, and possibly client
APlIs.

1.1.5. SSL-K5 and PKINIT

These services dlow aclient to use GSP proxy credentid to obtain aloca Kerberos
Ticket Granting Ticket (TGT). Thisisrequired for GSl to interoperate with aloca site
that is running Kerberos — when a user authenticates with a service via GSP, thet Ste
service can use the delegated GSP proxy credentia to obtain alocal TGT that dlowsthe
sarvice access to local resources, including locd AFS and DCE DFSfile systems. SSL-
K5isasmpleverson of this service, based on the SSL protocol, which can be used with
existing Kerberos Domain Controllers (KDCs). PKINIT isan IETF draft standard, which
will replace SSL-K5 was it becomes more widdy availablein KDCs.

1.1.6. K5Cert

ThisisaKerberos service and client (i.e. it uses the Kerberos authentication protocol)
that allows an authenticated Kerberos user to generate a GSP proxy credentid. This
sarvice is useful for Stes that want to give their users easy accessto Grid resources via
GSP basad protocols. Once the user has logged into the local Kerberosredm, it is easy
(and can even be automated) for the user to obtain a GSP proxy credentia for Grid use.

There are three variants of this service:
* OnlineCA

The K5cert service hasits own Certificate Authority (CA) certificate and keys, and
can cregate certificates on-the-fly that are signed by this CA. So when the K5cert
service receives an authenticated request for a proxy certificete, it generates a
(probably short term) X.509 certificate that it returns to the client.

An advantage of this gpproach to auser issmplicity -- the user never needs to worry
about obtaining or protecting a normd, long-term X.509 certificate from a CA.
Instead, K5cert generates proxy certificates for the user as needed.

A disadvantage of this approach isthat it introduces another CA. Thismeansthat if
the user wants to access Grid services a another Site, that other Site must trust this
CA. Inaddition, if the K5cert serviceis compromised, an attacker could create Grid
proxy credentials for any user at the site.

*  User long-term certificate repository
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In order to remove the disadvantage of the online CA approach, auser could obtain a

norma, long-term X.509 certificate from some CA. But instead of managing and

protecting that credentid, the user turns the certificate and private key over to K5cert.

The K5cert service would manage and protect this certificate and private key in its
own certificate repository. So when the K5cert service receives an authenticated
request for a proxy certificate, it retrieves the user’ s certificate and private key from
the repogitory, and generates the proxy certificate that it returns to the client.

An advantage to this gpproach is user smplicity, while not introducing another CA.
It dso alows a Ste to protect the user’ s private key better than an uneducated or
careless user might protect their own key.

A disadvantage of this gpproach is that an attacker who compromises the K 5cert
service would gain access to the private keysin the repogtory. Thiswould, in turn,
require users to obtain new long-term credentids from their CA.

e User proxy repository

Thisisavariant of the certificate repository approach. Instead of the repository
holding the usar's normd, long-term certificate and key, it would insteed hold proxy
certificates that are delegated to the service from users.

An advantage of this approach is the expert users maintain control over their own
long-term private key. If the K5cert service is compromised, the user's private key is
not compromised. The user need only delegate anew proxy to the K5cert repository
after it is secured.

A disadvantage of this gpproach isthat it puts more burden on the user to properly
manage and protect their own certificate and privete key.

1.1.7. MyProxy

Thisissmilar to the K5cert user proxy repository service, except that proxies are
associated with aname and password. Instead of a client using Kerberos to authenticate
with the MyProxy service, the client and server instead use TLS in Ephemerd Diffie-
Hellman mode to establish a confidentia (but un-authenticated) channd between them.
The client then supplies the server with aname and password. The service compares the
name and password with its repository, and if amatch isfound then it delegates a user
proxy back to the client.

The MyProxy service has proven useful for Web portasto Grid resources. A user can
use the MyProxy client to place aproxy into the service's repository. Sometime later, the
client an then login to a Web porta from anywhere using a name and password. The
portal can then use the MyProxy client to retrieve a proxy for the user from the MyProxy
service.
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Other Topicsto Consider
Future work on GSl should likely include:
*  Authorization AP, protocols, and languages.

o Standardsfor managing the mapping of Grid user identitiesto locd identities. For
example, this might include a stlandard "Gridmap file' syntax, and a service protocol
for management of this mapping.

* Frewdls How GS relatesto firewalls should be further explored.

Advice To Implementers

Y ou're on your own. :-)
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Security Considerations

This document contains an overview or "roadmap’” of the security protocols and service
interfaces defined in other documents (see section 4), which together define the Grid
Security Infrastructure. Refer to these other documents for security congiderations.
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